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Introduction
During RAN3 #110e meeting, following agreements were captured as the general principles for AI/ML enabled NG-RAN:
	Capture the following high-level principles in the TR:
- The input/output and the location of AI inference should be studied case by case.
- Training aspects are FFS
- NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
- A general framework and workflow for AI/ML optimization should be defined and captured in the RAN TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
The definition of Lifecycle related terminologies should be included in the TR. The detailed definition of these terminologies such as Data collection, ML model, model training, model inference can be discussed in the second round.


To further facilitate the discussion of functional framework and the location of AI inference/training among different use cases, defining and categorizing types of machine learning and framework to be supported in NG-RAN can help identify the specification impact, including required input/output, interfaces, functional nodes, etc.
Discussion
Supported Machine Learning Classification in NG-RAN
The concepts of ML training and ML inference were captured into TR 37.817 [1]. However, how to support ML training and ML inference in NG-RAN network depends on classification of machine learning algorithms used for certain use cases. Moreover, classification of machine learning algorithms may also impact the data exchanged between network nodes for ML training and the ones for ML inference, which may further impact on interfaces for data collection. Thus, classification of machine learning algorithms is important for this SI.
Observation 1: [bookmark: _Ref71193033]Information and data collection via NG-RAN interfaces may be impacted by how we classify machine learning algorithms.
There are three types of machine learning algorithms well known and accepted in the academia. That is, supervised learning, unsupervised learning, and reinforcement learning. 
The supervised learning is normally considered for classification and regression of input data, where label of input data is essential together with data to train the learning algorithm. Each data should be marked with its label and fed into ML training. Based on functional frameworks proposed by [1], if supervised learning is considered, the performance feedback to “data collection” should also include data label. 
The reinforcement learning is a machine learning which utilizes the environment feedbacks and rewards in order to continue optimizing decisions and get maximum accumulated rewards. In wireless networks, environment may refer to channel conditions, interference, throughput, latency, etc. Those measurements should be fed into the training node, as well as the rewards. For example, if a use case is targeting to optimize E2E latency, then when the latency is reduced according to the policy provided by the reinforcement learning model, different from the other two ML algorithm classifications, a positive reward should be sent to “data collection” node together with measurement data via the existing NG-RAN interfaces.
Proposal 1: [bookmark: _Ref71193038]Classifying machine learning algorithms by supervised learning, unsupervised learning, and reinforcement learning, should be supported, and captured into TR 37.817 [1].
Supported Machine Learning Framework in NG-RAN
There are three types of machine learning framework, i.e. centralized learning, distributed learning, and federated learning.
In centralized learning framework, training is managed by a centralized network node. The required information such as training data, performance feedback, measurements, etc., are collected from various UEs or network nodes via network interfaces. Such information can be carried via the existing interfaces, such as Uu interface, NG interface, F1 interface.
However, for distributed learning, each UE (corresponding to NG-RAN or CN as a central node) or each NG-RAN (corresponding to CN as a central node) has its own training model. For distributed learning, ML models or related information are exchanged and integrated between distributed nodes/UEs. For example, as discussed in companion contribution [3], for load balancing between NG-RAN nodes, each NG-RAN nodes can be treated as distributed ML nodes, where machine learning model and related information or load prediction can be exchanged via Xn interface.  
Federated learning is a framework in between, where both centralized training and distributed learning are included within the framework. One of benefits of federated learning is that training information can be reported securely by distributed nodes without exposing distributed nodes’ privacy. For example, assuming CN is a central node, CN is responsible for central ML model training and aggregating all end-nodes’ information updates. NG-RAN nodes are distributed and work as local nodes which also have ML training capability. The model parameter and related model update information need to be transmitted via NG interface so that the central ML model can be updated based on the aggregated information and such central ML model can further be deployed into distributed NG-RAN nodes. 
Observation 2: [bookmark: _Ref71193058]Xn and NG interfaces may be impacted by different machine learning frameworks.
Considering those interfaces that may be impacted by different machine learning framework, this SI should consider capturing different machine learning frameworks and study the corresponding impact to those interfaces and required data that needs to be exchanged.
Proposal 2: [bookmark: _Ref71193043]Classifying machine learning framework by centralized learning, distributed learning, and federated learning, should be supported, and captured into TR 37.817 [1].
A text proposal for the above proposals is provided in Annex A, including definitions of three machine learning algorithms and three machine learning frameworks.
Proposal 3: [bookmark: _Ref71193068]Agree the text proposal in Annex A.
Conclusion
In this contribution, we propose TP for AI/ML Algorithm Concept, AI/ML Framework Concept, and AI-enabled NG-RAN use cases, data requirement and benefit, as part of output TR of this SI.
We propose the following observations and proposals:
Observation 1: Information and data collection via NG-RAN interfaces may be impacted by how we classify machine learning algorithms.
Proposal 1: Classifying machine learning algorithms by supervised learning, unsupervised learning, and reinforcement learning, should be supported and captured into TR 37.817 [1].
Observation 2: Xn and NG interfaces may be impacted by different machine learning frameworks.
Proposal 2: Classifying machine learning framework by centralized learning, distributed learning, and federated learning, should be supported and captured into TR 37.817 [1].
Proposal 3: Agree the text proposal in Annex A.
References
[1] [bookmark: _Ref71200954]TR 37.817, E-UTRA and NR; Study on enhancement for Data collection for NR and EN-DC (Release 17) v0.1.0
[2] R3-212299, Functional framework of AI/ML enabled NG-RAN network, Intel Corporation
[3] [bookmark: _Ref71201466]R3-212300, Use cases for AI/ML enabled NG-RAN, Intel Corporation
Annex A – Text Proposal to TR 37.817 [1]
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814328]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
Supervised Learning
Supervised learning is a machine learning task that aims to learn a mapping function from the input to the output, given a labeled data set. Input data is called training data and has a known label or result. Examples of supervised learning are:
1. Regression: Linear Regression, Logistic Regression
2. Instance-based Algorithms: k-Nearest Neighbor (KNN)
3. Decision Tree Algorithms: CART
4. Support Vector Machines: SVM
5. Bayesian Algorithms: Naive Bayes
6. Ensemble Algorithms: Extreme Gradient Boosting, Bagging: Random Forest
Supervised learning can be further grouped into Regression and Classification problems. Classification is about predicting a label whereas Regression is about predicting a quantity.
Unsupervised Learning
Unsupervised learning is a machine learning task that aims to learn a function to describe a hidden structure from unlabeled data. Input data is not labeled and does not have a known result. Some examples of unsupervised learning are: K-means clustering, principal component analysis (PCA), nonlinear independent component analysis (ICA) and long short-term memory (LSTM).
Reinforcement Learning
In reinforcement learning (RL), the agent aims to optimize a long-term objective by interacting with the environment based on a trial and error process. A goal-oriented learning based on interaction with environment. There are several RL algorithms:
· Q-learning
· Multi-armed bandit learning
· Deep Q Network
· State-Action-Reward-State-Action (SARSA)
· Temporal Difference Learning
· Actor-critic reinforcement learning
· Deep deterministic policy gradient
· Monte-Carlo tree search
Reinforcement learning can further be grouped as model-based and model free reinforcement learning. 
· Model-based reinforcement learning: a RL algorithm using a predictive model, a model with different dynamic states of an environment and how these states lead to a reward, to get transition probability among states.  
· Model-free reinforcement learning: A RL algorithm based on value or policy which achieves the maximum future reward. In a multi-agent environment/state, there’s no need for accurate representation of the environment, computationally less complex. 
RL algorithms can also be categorized into value-based RL vs. policy-based RL, on-policy RL vs. off-policy RL, etc.

//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
3.X	Supported ML Framework
Centralized Learning
Centralized learning refers to an AI/ML framework which requires all training data collected by different nodes in RAN to be reported to a centralized node. In centralized learning, all data resource/storage/training for supervised learning/unsupervised learning/reinforcement learning are performed in centralized manner in a single node.
Federated Learning
Federated learning is a distributed machine learning framework (not to be confused with distributed learning) that allows a collective model to be constructed from data that is distributed across data owners. It brings AI/ML models to the data source, rather than bringing the data to the model, allowing the local nodes/individual devices to collect data and train their own copy of the model, thus no need to report source data to the centralized node. In federated learning, only parameters/weights of AI/ML model need to be sent back to the centralized node to assist generic model training.
Distributed Learning
Distributed learning refers to the concept in which machine learning processes have been scaled out and deployed across a cluster of nodes. The training model is split up and shared among multiple simultaneously working nodes, in order to speed up model training.
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