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1	Introduction
In RAN3#110e, it was agreed that [1]:
· RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
In RAN2#112e, it was agreed that [2]:
· From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.
Based on the agreements, this contribution discusses the PDCP SN synchronization and potential enhancements on data forwarding for shared MBS traffic delivery mode.
2	Discussion
There could be multiple solutions to solve the PDCP Count Value misalignment issue. For example, the PDCP count value is aligned with sequence number from CN, e.g. the gNBs assign same PDCP count value for a packet with same SN from CN. The gNBs may coordinate the mapping between PDCP Count value and the SN from CN over Xn. Based on the coordination, the neighbour gNB uses the same PDCP Count value for the packets with same SN from CN. The gNB may allocate PDCP count value associated with GTP-U SN. Since the two bytes of GTP-U SN may not be enough compared to the length of PDCP SN, a new NG SN can also be defined in the ‘RAN container’ in the GTP-U extension header, e.g. PDCP SN is assigned according to QFI SN of MBS packet sending from UPF to gNB.  There is also one proposed solution as synchronized PDCN SN between gNBs is achieved by a central gNB-CU-UP serving multileg gNBs, which has strong restriction on network development and cannot be used in all the cases. 
The gNBs allocate PDCP count value associated with a “SN” from CN to keep the PDCP SN synchronization among gNBs. 
For the legacy unicast handover, the source NG-RAN node may suggest downlink data forwarding per QoS flow established for a PDU session and may provide information how it maps QoS flows to DRBs. The target NG-RAN node decides data forwarding per QoS flow established for a PDU Session. However, some enhancements may be needed due to 5GC shared MBS traffic delivery.
There are two 5GC MBS traffic delivery methods possible from SA2 point of view, as defined in TR 23.757:
· [bookmark: _Hlk42639614]5GC Individual MBS traffic delivery: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU session.
· 5GC shared MBS traffic delivery: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS data packets to a RAN node.
The 5GC Shared MBS traffic delivery method is always mandatory, and 5GC Individual MBS traffic delivery is required to support UE mobility to/from non MBS-capable NG-RAN nodes, but otherwise optional.
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]For the 5GC shared MBS traffic delivery, during handover, the target gNB may or may not have already joined the multicast group and established the MBS Session resource for the MBS session, e.g. for other UEs. 
· In a case, the target gNB has already joined the multicast group and established the MBS session resource already, the MBS data is ongoing transmitted from 5GC to the target gNB when the handover is performed. And the target gNB has buffered the MBS packets. Then the data forwarding from the source to target gNB are not necessary. 
· In a case, the target gNB has not joined the multicast group of the MBS session when handover is triggered. The data forwarding from the source to target gNB is needed to support lossless handover. 
· In another case, the target gNB has already joined the multicast group and established the MBS session resource already, the MBS data is ongoing transmitted from 5GC to the target gNB when the handover is performed. However, the data transmission in the target gNB is faster than the source gNB.  For example, the highest successfully delivered packet sequence number in the source gNB is the packet #200. In the target gNB, the first available packet is the packet#203. Then the data forwarding is needed to forward the packet#201 and packet#202 from the source NG-RAN node to the target NG-RAN node.
To enable lossless and avoid duplicated data forwarding, it is proposed:
For shared MBS traffic delivery, the target gNB decides whether data forwarding is needed or not according to the transmission status in the source and the data buffer status in the target i.e. the source includes the transmission status of a MBS session in the HANDOVER REQUEST message.
Currently, during the legacy handover for unicast, the UPF shall send one or more "end marker" packets on the old path immediately after switching the path for each PDU session of the UE.  The "end marker" is indicated in the GTP header. After completing the sending of the tagged packets the UPF shall not send any further user data packets via the old path. Upon receiving the "end marker" packets, the source NG-RAN node shall, if forwarding is activated for that bearer, forward the packet toward the target NG-RAN node. On detection of an "end marker" the target NG-RAN shall discard the end marker packet and initiate any necessary processing to maintain in sequence delivery of user data forwarded over Xn-U interface and user data received from the UPF over NG interface as a result of the path switch. On detection of the "end marker", the target NG-RAN node may also initiate the release of the data forwarding resource. 
However, for the shared MBS traffic delivery, the GTP-U tunnel is common for all the UEs associated with the MBS session while the handover is for an individual UE.  How to set and handle “end marker” packets in the UPF and in the source gNB for shared MBS traffic delivery needs to be solved e.g. how to set a “end marker” packet for per individual UE over the shared GTP-U tunnel. One solution is to introduce per UE end marker packet in the shared tunnel.
RAN3 to discuss how to handle “end marker” packets over the shared GTP-U tunnel for the shared MBS traffic delivery mode e.g. to introduce per UE end marker packet in the shared tunnel.
There are two possibilities for the GTP-U tunnel of data forwarding between source and target gNBs:
· A shared GTP-U tunnel for data forwarding;
· A dedicated GTP-U tunnel for data forwarding.
Since the data forwarding is for per individual UE, then it makes sense to have a dedicated GTP-U tunnel for data forwarding.
A dedicated GTP-U tunnel for data forwarding of per MBS session or per radio bearer is established between the source gNB and the target gNB
In order to support lossless handover, it is essential to deliver the forwarded and missing packets in a dedicated manner to the UE by the target. For the scenarios with PTP leg in the target, forwarded and missing packets can be delivered over the PTP leg. For other scenarios without PTP leg, a temporary dedicated bearer can be established at target to deliver the forwarded and missing packets. 
The target gNB delivers the forwarded and missing MBS packets in a dedicated manner to the UE over the PTP leg (if configured) or a temporary dedicated bearer (if the PTP leg is not configured).
3	Conclusion
This contribution discusses the PDCP SN synchronization and the potential enhancements on data forwarding for shared MBS traffic delivery mode and proposes
1. The gNBs allocate PDCP count value associated with a “SN” from CN to keep the PDCP SN synchronization among gNBs. 
1. For shared MBS traffic delivery, the target gNB decides whether data forwarding is needed or not according to the transmission status in the source and the data buffer status in the target i.e. the source includes the transmission status of a MBS session in the HANDOVER REQUEST message.
1. RAN3 to discuss how to handle “end marker” packets over the shared GTP-U tunnel for the shared MBS traffic delivery mode e.g. to introduce per UE end marker packet in the shared tunnel.
1. A dedicated GTP-U tunnel for data forwarding of per MBS session or per radio bearer is established between the source gNB and the target gNB
1. The target gNB delivers the forwarded and missing MBS packets in a dedicated manner to the UE over the PTP leg (if configured) or a temporary dedicated bearer (if the PTP leg is not configured).
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