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1	Introduction
In the RAN3#110e meeting, the following has been agreed. 
	RAN3#110e Agreements
1. - As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
1. - Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
1. 
1. 
1. Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.
1. Coordinate with other working groups later for NRM enhancement when needed.
1. Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.
1. Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.



Some companies have explained their views on the usage of AI for energy saving, load balancing and traffic steering/mobility optimization. Among which, the load balancing and traffic steering/mobility optimization use cases are more about handover.  In our campaign paper [1], we extend the usage of AI in EN-DC/MR-DC scenario with respect to mobility, i.e. AI assisted PSCell change.

In this paper, we further discuss the possible standard impacts to support AI functionality.
2	Discussion
As discussed in our campaign paper [1], machine learning can be used to assist PSCell change decision. Besides, assuming the associated nodes are all AI capable, they can exchange predicted results to assist the PSCell change decision. In this section, we further analyze the deployment of AI functionalities considering the following scenarios:
	Scenario
	PSCell change decision
	Input (from local RAN node or neighbor RAN node)

	1
	Deterministic
	Prediction result

	2
	ML model
	No prediction result 

	3
	ML model
	Prediction result



In scenario 1, a deterministic algorithm is used to decide PSCell change, and prediction result is used as input. Note that the prediction result could be provided by the neighbor RAN node capable of ML inference or generated by the local RAN node based on e.g. measurement result.
In scenario 2, a ML model is used to decide PSCell change, and the inputs are regular measurement results or legacy information shared by the neighbor RAN node.
In scenario 3, a ML model is used to decide PSCell change, and the prediction result (from either local RAN node or neighbor RAN node) is used as input.
With respect to the deployment of ML inference functionality, there are two kinds of ML inference relevant in this case. 
· Type 1: One kind of ML inference uses ML model to generate the prediction result as an input to decide PSCell change. For example, in scenario 1 and scenario 3.
· Type 2: Another kind of ML inference uses ML model to make the PSCell change decision. For example, in scenario 2 and scenario 3.
For both kinds of ML inference, we believe it’s most reasonable to locate them in the CU-CP to avoid unnecessary information exchange cross network entities. First, CU-CP in the legacy collects data of UE bearer activity, traffic load, RRM measurement etc. which can be used as input to a ML model deciding on PSCell change as for Type2 ML inference. Secondly, it is CU-CP that will provide information to the neighbor RAN nodes over Xn interface, thus, in case of scenario 1 or scenario 3 wherein the PSCell change requests prediction result from the neighbor nodes, it is most straight forward for the CU-CP of the neighbor RAN node to conduct ML inference and provide requested prediction result over Xn interface. 
[bookmark: _Toc71277704]ML inference related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP.

For the deployment of relevant ML training functionality, since the ML model for PSCell change decision and input provision could be applicable for a number of gNBs probably under the same PLMN, it is possible that the ML training functionality is located in e.g. OAM. 
In another case, the ML training can be performed in a distributed manner, which means each gNB has its own ML training and they collaborate to update the ML model. Considering Proposal 1 and to avoid unnecessary information exchange cross entities, it is also possible that the ML training is located in the same CU-CP as the ML inference. 
[bookmark: _Toc71277705]ML training related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP or OAM. 

With respect to data collection and preparation, since CU-CP in the legacy collects information from UE, CU-UP, DU, and the neighbor RAN node, and we believe to a large part those data used to be collected by CU-CP can be input to make PSCell change decision or to generate prediction result required for PSCell change decision. Therefore, it is also reasonable to deploy the data collection and preparation function in CU-CP as well. 
[bookmark: _Toc71277706]Data collection and preparation related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP.

Based on the discussion above, to support AI assisted PSCell change, the relevant data collection and preparation, ML inference, and ML training functions could be collocated at the same CU-CP. In this case, RAN3 does not need to worry about the standard impact related to the interaction among data collection and preparation, ML inference, and ML training functions related to PSCell change.
The standard impact we could foresee would be the possible enhancements in Uu, E1AP, F1AP, and XnAp interfaces for the CU-CP, where ML inference locates, to collects demanded data from UE, CU-UP, DU, and the neighbor RAN node. 
[bookmark: _Toc71277708]If the data collection and preparation, ML inference, and ML training functions locate in the same CU-CP, the interaction among these functions has no standard impact.  
[bookmark: _Toc71277707]To support AI assisted PSCell change, RAN3 focuses on the possible enhancements to ensure proper data collection such that the relevant CU-CP, where ML inference locates, can collects demanded data from UE, CU-UP, DU, and the neighbor RAN node.


3	Conclusion
Based on the discussion above, we observe:
Observation 1	If the data collection and preparation, ML inference, and ML training functions locate in the same CU-CP, the interaction among these functions has no standard impact.


Based on the discussion above, we propose:
Proposal 1	ML inference related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP.
Proposal 2	ML training related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP or OAM.
Proposal 3	Data collection and preparation related to PSCell change decision and input provision (e.g. prediction result) is located in CU-CP.
Proposal 4	To support AI assisted PSCell change, RAN3 focuses on the possible enhancements to ensure proper data collection such that the relevant CU-CP, where ML inference locates, can collects demanded data from UE, CU-UP, DU, and the neighbor RAN node.
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