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1	Introduction
In RAN3#110e [1], AI functionality framework, definition of lifecycle related terminologies, input/output of the component for AI-enabled optimization, potential use cases for AI in RAN, etc. were discussed and some agreements were achieved as below:
· Capture the following high-level principles in the TR:
- The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
- The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
- The study is based on the current architecture and interfaces
· Capture the following high-level principles in the TR:
- The input/output and the location of AI inference should be studied case by case.
- Training aspects are FFS
- NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
- A general framework and workflow for AI/ML optimization should be defined and captured in the RAN TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· [bookmark: _Hlk70597511]As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)
· Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.
· Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.
· Coordinate with other working groups later for NRM enhancement when needed.
· Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.
· Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
After RAN3#111e [2], it is open that whether the use cases agreed to start from at RAN3#110 E-meeting could be prioritized.
In this paper, we would further discuss the use case for AI in RAN. 
2	Discussion
With the development of 5G, networks meet the increasing challenges of low latency, ultra-reliability, high mobile broadband and etc. Artificial Intelligence (AI) / Machine Learning (ML) implemented network can improve network performance and user experience by collecting, processing and analysing the achieved information/data. 
In the SID [3], it mentioned that “Potential use cases and examples could be discussed to identify the AI enabling features; this could include various RAN areas without re-opening existing topics like Self Organization Network (SON), unless a beneficial AI approach is proven for e.g. energy saving, traffic steering, mobility optimization, load balancing, physical layer configuration optimization, etc. Therefore, a study should be conducted to investigate the functional framework of using AI/ML (i.e. data acquisition and exposure) and the high level requirements of operating RAN-AI. This study should identify common understanding, principle and requirements to enable RAN-AI based on indicative use cases”. Based on the principle that use cases in SON can be taken as baseline in the initial phase for study item, previous RAN3 meetings discussed the use cases, the initial consensus is that energy saving, load balancing and traffic steering/mobility optimization can be of high priority but other use cases are not precluded.
[bookmark: _Hlk70578096]Observation 1: Use cases including energy saving, load balancing and traffic steering/mobility optimization can be prioritized but other use cases are not precluded.
In R17 SON WI, besides energy saving, load balancing and traffic steering/mobility optimization, MRO for PSCell change failure in MR-DC is also being discussed to improve network performance and UE experience. The unsuccessful PSCell change causes data loss or delay, which is harmful for the packet-loss-intolerant and delay-intolerant services. One function of self-optimization for PSCell change is to detect PSCell change failures that occur due to too late PSCell change or too early PSCell change or triggering PSCell change to wrong PSCell. For analysis of PSCell change failure, the UE makes the SCG Failure Information available to the MN, then the MN performs initial analysis to identify the node that caused the failure. If the failure is caused by a SN, the MN forwards the SCG Failure Information to the SN. The SN performs the final root cause analysis. However, conventional MRO method for PSCell change is expensive, low-efficient and cumbersome, a powerful tool i.e. AI for PSCell change management is needed to perform adaptive and precise policy to fit the network requirements to achieve almost non-failure PSCell change, in this way, too late PSCell change or too early PSCell change or triggering PSCell change to wrong PSCell can be avoided. 
Based on above analysis, besides the use cases e.g. including energy saving, load balancing, and traffic steering/mobility optimization, AI based PSCell change should also be considered. 
Proposal 1: PSCell change should be considered as a use case for AI. 
[bookmark: _Hlk70673002]RAN3#110e meeting agreed that “NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized”. In EN-DC, the MN is a legacy eNB, the SN is a en-gNB, it is obvious that a gNB or en-gNB can support AI functionality, but whether a legacy eNB or ng-eNB supports ML model training and/or model inference is not clear, before we discussion the details for AI based PSCell change, RAN3 should first confirm it. 
Observation 2: A gNB or en-gNB can support AI functionality.
Proposal 2: RAN3 discuss whether a legacy eNB or ng-eNB can support AI functionality.
If RAN3 confirms that AI functionality can be supported in EN-DC, it is easy to extend the scenario to cover any MR-DC architecture. 
Currently, PSCell change can be initiated by MN or SN. To proceed the details for AI based PSCell change, we take NR-NR DC scenario as baseline to consider AI based solution. 

· AI for MN initiated PSCell change


Figure 1: AI based solution for MN initiated PSCell change
For MN initiated PSCell change based on AI, the ML model may be located at the MN, or the MN can get the ML model from the ML training host (e.g. OAM). After applying the ML model, the MN can perform model inference, e.g. make PSCell change strategy based on the input from the UE and/or neighbour node(s), e.g. MN would perform ML-based PSCell change action, e.g. including decide whether to do PSCell change, when to trigger SN change, which node to be the target SN and SN change parameters, based on inference data/information e.g. statistical history information, predicted information and etc. The details of inference data/information can be further studied. 
Then, the MN would trigger the UE to do PSCell change based on the strategy. If reinforcement learning algorithm is used for ML model, the UE and/or the target PSCell can send reward information to the MN after the UE successfully handover to the target SN. The details of reward information can be further studied.
For the case that training host is not located in the MN, after receiving the reward information from the UE and/or the target SN, the MN can send the received reward information to the training host (e.g. OAM), it can also send the PSCell change strategy to the training host (e.g. OAM). Then, the training host (e.g. OAM) can perform re-training to update the ML model, and then send the updated ML model to the MN. After receiving the updated ML model, the MN can use the updated ML model for subsequent inference. If training host is located at the MN, after receiving the reward information, the MN can perform re-training to update the ML model.
· AI for SN initiated PSCell change


Figure 2: AI based solution for SN initiated PSCell change
Compared with AI based PSCell change initiated by MN, it is the source SN that makes PSCell change strategy based on the input from the UE and/or MN. And, if reinforcement learning algorithm is used for ML model, the UE and/or the target PSCell can send reward information to the source SN after successful PSCell change. For the case that training host is not located at the source SN, after receiving the reward information, the S-SN can send the received reward information to the training host (e.g. OAM) for ML model re-training/update. If training host is located at the source SN, the source SN re-trains/updates the ML model.
Proposal 3: The details, e.g. inference information and reward information for AI based PSCell change initiated by MN or SN, should be further studied. 
3	Conclusion
In this contribution, the use case i.e. AI based PSCell change are discussed. We have the following observations and proposals:
Observation 1: Use cases including energy saving, load balancing and traffic steering/mobility optimization can be prioritized but other use cases are not precluded.
Observation 2: A gNB or en-gNB can support AI functionality.
Proposal 1: PSCell change should be considered as a use case for AI. 
Proposal 2: RAN3 discuss whether a legacy eNB or ng-eNB can support AI functionality.
Proposal 3: The details, e.g. inference information and reward information for AI based PSCell change initiated by MN or SN, should be further studied.
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