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Introduction

During RAN2#113bis-e meeting, the multihop latency issues was discussed. According to the rapporteur summary [1], 6 companies propose that the IAB-node reports RLC latency to the CU-CP to address the multi-hop latency issue.  During the online discussion, some companies think that RAN3 should handle this since it mainly impact the F1 interface. On the other hand, during last RAN3 111-e meeting, we have agreed the following agreements relating to local rerouting [1].
	To address the potential UL packet discarding problem in inter-donor-DU re-routing case, discuss the following solutions (the case where donor DUs belong to different CUs is not precluded):

- The target IAB-donor-DU is provided with the source IP address of re-routed packets

- Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s)

- Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated.

In the inter-donor-DU re-routing case, the issue 2, i.e. how to achieve BAP routing towards the target donor DU for re-routed packets: wait for RAN2 progress


In this contribution, we discuss the multi-hop latency and inter-donor-DU rerouting issues, and present our design considerations.
Multi-hop latency
During RAN2#113 meeting, several issues on multi-hop latency were identified. One of them is that the CU is unable to configure routing based on actual (real-time) latency per BH RLC channel. This issue was also discussed in RAN2#113bis-e meeting and 6 companies propose that the IAB-node reports RLC latency to the CU-CP to address the multi-hop latency issue. Meanwhile some companies think that this issue should be handled by RAN3 since it mainly impact RAN3’s specification. In this section, we will discuss the multi-hop latency issue and analyze the potential RAN3 impacts.
In our opinion, latency aware routing can be used to guarantee PDB for IAB network. For example, donor CU may configure the routing path whose accumulated latency is less than the PDB of the UE DRB/QoS flow. Moreover, if the pre-configured routing path could no longer satisfy the PDB requirement, it is possible to reconfigure the routing path. 
In order to support the latency aware routing, it is necessary to consider how to collect the accumulated latency for a given routing path. Based on the discussion during IAB SI phase, some assumes the same per hop latency and therefore the accumulated latency for a routing path is proportional to the number of hop count. However, it may happen that some backhaul links are congested while others are not, which leads to inaccurate latency estimation. On the other hand, the data packets from different BH RLC channel are associated with different priorities, which result in different scheduling treatments and latency. Based on these observations, one hop latency per BH RLC channel is a better choice for making routing decisions. IAB MT/DU could measure the one hop latency for egress BH RLC channel and then report the measurement result to donor CU. 

Upon receiving the one hop latency per BH RLC channel info from IAB MT/DU, donor CU could estimated the latency for different routing paths. Suppose donor CU need to set up a set of BH RLC channels along a candidate routing path to support a new UE DRB, Donor CU may firstly use the one hop latency report of existing BH RLC channels with similar priority along the candidate routing path to estimate the potential latency. If no such one hop latency info is available, donor CU may initially configure the routing path without considering the PDB. Meanwhile, donor CU configures the IAB node along the routing path to measure and report the one hop latency. After the donor CU collects the latency info, donor CU may reconfigure the routing path associated with the UE DRB if necessary. 

One of the multi-hop latency issues identified in RAN2 is that CU is unable to configure routing based on actual (real-time) latency per BH RLC channel. 

In order to support the latency aware routing configuration, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 

Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic. 
Inter-donor-DU rerouting
As we know, the ingress filtering is usually applied as security measure to protect the network from address spoofing. It can be enabled or disabled according to operator’s preference/policy. If ingress filtering is enabled and the source IP address of the received UL packet is not anchored on the donor DU, the re-routed UL packet shall be discarded at donor DU. So inter-donor-DU re-routing could not be supported in this scenario. For example, as shown in Figure 1, there are two donor DUs which connect to the donor CU. The IP address of IAB node DU is allocated by donor DU. According to Rel-16 specification, both the donor DU1 and donor DU2 may perform the IP address allocation for IAB nodes. As shown in Figure 1, IAB node 2 may be configured with redundant routing paths, such as path id 1 (IAB node 2->IAB node 1->donor DU1) and path id 2(IAB node 2->IAB node 1->donor DU2). In this case, donor DU1 and donor DU2 allocate different IP addresses anchored on it for IAB node 2. Suppose IP1 and IP2 are allocated by donor DU1 and donor DU2 respectively, the IAB node 2 may utilize IP1/IP2 as the source IP address for the UL packet associated with path id 1/path id 2 respectively. Correspondingly, donor DU1 and donor DU2 could receive the data packet with the source IP address anchored on it and then forward the data packet to donor CU. However, if donor DU1 receives the  UL packet with source IP2, donor DU1 may discard the received UL packet due to ingress filtering applied by routers and middle boxes on the wireline network. 
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Figure 1 Example of inter-donor DU re-routing

To solve this problem, several solutions were proposed and discussed in last meeting, and there are following options on the table:
Option 1: The target IAB-donor-DU is provided with the source IP address of re-routed packets.

Option 2: Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s).

Option 3: Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated. 
No matter which option is selected, the IAB node performing inter-donor-DU rerouting needs to be explicitly or implicitly informed about whether it is allowed to perform inter-donor-DU re-routing. Otherwise, the IAB-node will discard packets when there are no intra-donor-DU re-routed paths even if there are available inter-donor-DU re-routed paths.
In option 1, a list of IP address(es) of re-routed packets needs to be provided by the donor CU to IAB-donor-DU which schedules (re)routing strategy. In case IAB-donor-DUs belong to different CUs, the list of IP address(es) need to be provided to the target donor-DU from the source donor CU via the target donor CU.
In option 2, the source IP filtering may be disabled/suspended when the inter-donor-DU rerouting is required. Then the re-routed packets will not be dropped by the IAB-node and target-donor-DU. However, in real network deployment, IAB-donor-CU may not control the activation/deactivation of IP filtering alone, considering that operator wants to use IP filtering for network security control and other transport network nodes apart from IAB-donor-DU also perform source IP filtering [3].
In option 3, inter-donor-DU rerouting is allowed in the topology within a subset of IAB-donor-DUs where the ingress filtering is not activated. IAB-donor-CU does not control the ingress filtering at IAB-donor-DU, it only informs the IAB-node about the subset of IAB-donor-DUs where inter-donor-DU rerouting is allowed. Considering the scenario that the operator may apply the same IP filtering strategy to all the IAB-donor-DUs, it is more efficient for donor CU to configure the the IAB node whether the ingress filtering/inter-donor DU re-routing is enabled rather than provide the list of BAP addresses of all IAB-donor-DUs in the network topology.
In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.

Conclusion

In this contribution, we discussed the IP filtering issue in inter-donor-DU rerouting. And we have the following proposal:

One of the multi-hop latency issues identified in RAN2 is that CU is unable to configure routing based on actual (real-time) latency per BH RLC channel. 

In order to support the latency aware routing configuration, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 

Donor CU may estimate the accumulated latency for different routing paths based on the one hop latency per BH RLC channel report and (re-)configure appropriate routing path for DL/UL backhaul traffic. 
In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.
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