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Introduction
During RAN3#111-e meeting, CP-based/UP-based congestion mitigation in IAB were discussed and the following agreements were reached.
	The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.


In addition, a CR which captures the agreements on the CP-based congestion indication was approved during last RAN3 meeting [1]. And the following FFS issue is captured in the CR:

	Editor’s NOTE: The handling with respect to the simultaneous presence of IAB Congestion Indication IE and the gNB-DU Overload Information IE is FFS.


In this contribution, we will discuss the remaining issues on IAB congestion mitigation and give our proposals. 
Discussion
Issue 1  CP-based congestion mitigation
CP-based approach for DL congestion mitigation was agreed to be supported in Rel_17 IAB in RAN3#110-e meeting. And the F1AP GNB-DU Status Indication procedure is approved to be reused to report congestion indication from IAB node to IAB donor CU in RAN3#111-e meeting. Regarding the granularity of the congestion indication, the following three options were discussed in last RAN3 meeting:

-  per BAP routing ID

- per child link
- per BH RLC channel ID 

In our view, CP-based congestion indication could be used to mitigate long-term congestion by adjusting the route of the corresponding F1-U GTP tunnel. Reporting per BAP routing ID can directly help the donor CU-CP to determine which F1-U GTP tunnel needs to be adjusted. However, if congestion occurs due to the link quality degradation in the backhaul link, it is better to report per child link congestion to donor CU-CP. Otherwise, the IAB node has to report all the BAP routing IDs related to the child node, which would impose much more overhead. Besides, if congestion only happens to a specific BH RLC channel, it is more appropriate to report the corresponding BH RLC channel. In this situation, reporting per child link is not accurate. Compared with the per routing ID report, the per BH RLC channel ID report introduce less overhead considering that DL packets with different routing IDs could be delivered via the same BH RLC channel. Beside, reporting per BH RLC channel ID can achieve the finest granularity, and reminds the donor CU-CP the potential QoS impact. For example, donor CU-CP can prioritize the congestion mitigation of BH RLC channels with higher QoS requirement. However, reporting BH RLC channel may impose more overhead if congestion happens to the whole child link.

As we can see, each of the above three options is beneficial to help donor CU-CP to mitigate congestion by adjusting the routing configuration of the corresponding F1-U GTP tunnel. So we suggest that the above three types of congestion indication are all supported. And IAB node could report the specific type of congestion indication based on donor-CU configuration.

Proposal 1: The following three types of congestion indication are supported in CP-based congestion mitigation: 1) per BAP routing ID; 2) per child link; 3) per BH RLC CH ID. Which type of congestion indication to be reported could be configured by donor-CU.
As stated above, CP-based congestion indication could be used to mitigate long-term congestion by adjusting the route of the corresponding F1-U GTP tunnel. When to trigger the CP-based congestion report should be further considered. In our view, event-based reporting mechanism could be used for the trigger of CP-based congestion indication. For example, IAB donor-CU could configure IAB node with the available buffer size threshold. When the threshold is satisfied, the congestion report should be triggered and sent to donor CU. 
Proposal 2: Event-based reporting mechanism could be used for the trigger of CP-based congestion indication, e.g., IAB donor-CU could configure IAB node with the threshold.
Issue 2  The co-existence of the IAB Congestion Indication IE and the gNB-DU Overload Information IE
An email discussion was kicked off after last RAN3 e-meeting for the purpose of capturing IAB congestion indication into the F1AP GNB-DU Status Indication procedure. Considering that the gNB-DU Overload Information IE is mandatory, the co-existence of the IAB Congestion Indication IE and the gNB-DU Overload Information IE was brought out during the email discussion. Since no consensus was achieved, an FFS issue was left in the CR:
	Editor’s NOTE: The handling with respect to simultaneous presence of IAB Congestion Indication IE and the gNB-DU Overload Information IE is FFS.


Currently, F1AP GNB-DU Status Indication procedure is used by gNB-DU to report overloaded status. Upon receiving the message, the gNB-CU shall apply overload reduction actions until informed, with a new GNB-DU STATUS INDICATION message, that the overload situation has ceased. 

In our opinion, if GNB-DU STATUS INDICATION is triggered by both IAB congestion and traditional overload event, it is not efficient to only report “gNB-DU Overload Information” to donor CU. If only “gNB-DU Overload Information” is received, the donor CU may only perform the admission control of subsequent bearer setup or handover some UEs to other cells/DU. It is hard for donor-CU to precisely locate the UE bearer suffering congestion and adjust its routing path. Based on this observation, it is suggested that both IAB Congestion Indication IE and the gNB-DU Overload Information IE (set to “overloaded”) should be sent to donor CU-CP assuming both IAB congestion and traditional overload occur. If GNB-DU STATUS INDICATION is only triggered by IAB congestion, since the gNB-DU Overload Information IE is mandatory, IAB-DU can send both IAB Congestion Indication IE and the gNB-DU Overload Information IE to donor-CU, where the gNB-DU Overload Information IE is set as “not overloaded”. In this way, donor-CU could know only IAB congestion happens to the IAB-DU, and adjusts the route of the corresponding F1-U GTP tunnel. Anyway, how to report these two IEs depends on IAB-DU implementation. So we suggest that the co-existence of these two IEs is up to implementation.
Proposal 3: Regarding the co-existence of IAB Congestion Indication IE and the gNB-DU Overload Information IE, we suggest to leave it to IAB-DU implementation.
Issue 3  UP-based congestion mitigation approach
According to RAN3#111-e meeting, the following IAB DL end-to-end UP-based flow control enhancement solutions were proposed and which one would be selected should be further discussed. In the following context, we will analyze them one by one.
Packet marking;

“do nothing” option, i.e. use current DDDS as it is.

Packet marking

The “packet marking” solution is that if an egress packet has experienced a queuing delay exceeding some predefined threshold, the node in question can set an excess delay flag in the next egress packet[4]. The marked packet would travel all the way to its destination IAB-node(i.e., access IAB-node), which could then feed back this information to the IAB-donor CU-UP, indicating on which flow(s) the queue build-up has occurred or is likely to occur. The IAB-donor CU-UP can then throttle the flows pertaining to the marked packets. A single bit in the BAP header may be sufficient for the marking.

The solution is helpful on throttling only the end-to-end flows that are contributing to the queue build-up, rather than throttling all end-to-end flows traversing or terminating at the IAB-node. However, it has the following disadvantages.

It may not reflect the real-time congestion because of latency. This solution requires longer latency for the congestion report. An IAB-node need to first mark the next egress packet, and then send the market packets to the next IAB-node until it arrives at access IAB-node. Only after the access IAB-node gets the congestion information by reading the BAP header of the marked packets, it will feedback the congestion information(i.e., the number of marked bytes) per DRB to IAB-donor CU-UP by DDDS. During the above reporting procedure, the status of congested link quality may already change. In this case, IAB-donor CU-UP may not be able to make appropriate flow control decision based on the congestion indication.

Observation 1: “Packet marking” solution may not reflect the real-time congestion.
“do nothing” option, i.e. use current DDDS as it is
In our understanding, the R16 flow control scheme in NR is sufficient to mitigate the congestion in IAB on user-plane. Actually, Donor-CU-UP is able to obtain the desired buffer size and data rate of DL data transmitted to UE on access link by DDDS. If the desired buffer size and data rate in DDDS is reduced, the Donor-CU-UP can judge that the DL congestion may occur. Hence, it is unnecessary to consider the enhancement to DDDS for IAB UP-based congestion mitigation. And we agree the “do nothing” option, i.e. use current DDDS as it is.
Observation2: The R16-DDDS solution is sufficient for IAB DL end-to-end UP-based flow control.

Proposal 4: It is suggested to choose the“do nothing” option, i.e. use current DDDS as it is for IAB DL end-to-end UP-based flow control.

Conclusion
In this contribution, we mainly discussed the remaining issues on IAB congestion mitigation. And we have the following observations and proposals.

Observation 1: “Packet marking” solution may not reflect the real-time congestion.

Observation2: The R16-DDDS solution is sufficient for IAB DL end-to-end UP-based flow control.
Proposal 1: The following three types of congestion indication are supported in CP-based congestion mitigation: 1) per BAP routing ID; 2) per child link; 3) per BH RLC CH ID. Which type of congestion indication to be reported could be configured by donor-CU.
Proposal 2: Event-based reporting mechanism could be used for the trigger of CP-based congestion indication, e.g., IAB donor-CU could configure IAB node with the threshold.
Proposal 3: Regarding the co-existence of IAB Congestion Indication IE and the gNB-DU Overload Information IE, we suggest to leave it to IAB-DU implementation.
Proposal 4: It is suggested to choose the “do nothing” option, i.e. use current DDDS as it is for IAB DL end-to-end UP-based flow control.
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