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Introduction

According to the agreement in RAN 2#113bis-e meeting, split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2. On the other hand, for inter-donor redundancy scenario, donor-CU migrates some UL/DL packets to the new route while it keeps other traffic at the initial route. The BAP routing ID or BAP address cross topology controlled by different donors may collide with each other. The following 4 options are agreed to be considered to solve the collision:

  - opt1 OAM based solution

  - opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)

  - opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node

  - opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
In this contribution, we first discuss the F1-C transfer via split SRB2 from RAN3’s perspective. Then we compare the above 4 options and give our preference.
Discussion

CP-UP separation

In R17 IAB, CP/UP separation was discussed and it was agreed that the following two scenarios are supported during RAN 3#110-e meeting: 
	- Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)


In scenario 2, the donor node is MN and non-donor node is SN. And F1-C traffic needs to be transferred between IAB-MT and SN over NR access link. In RAN 2#113bis-e meeting, it was agreed that split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2. Here we will discuss RAN3’s impact based on RAN2’s agreement.
According to 38.423, RRC Transfer procedure can be used to deliver a PDCP-C PDU encapsulating a NR RRC message to the SN which then may be forwarded to the UE, or from the SN, if it was received from the UE. For example, if the SN receives the RRC Container IE in the Split SRB IE from the MN, it shall deliver the contained PDCP-C PDU encapsulating an RRC message to the UE. When it comes to CP/UP separation scenario 2, donor node (MN) can encapsulate the DL F1-C packet into a NR RRC message, and deliver the PDCP PDU encapsulating such a NR RRC message to non-donor node (SN) via RRC Transfer procedure in Xn interface. And then non-donor node forwards the NR RRC message to IAB-MT via split SRB2. For uplink, upon receiving a RRC message from IAB-MT via split SRB2, non-donor node sends the PDCP PDU to donor node via RRC Transfer procedure in Xn interface. Then donor node can retrieve the F1-C packet from the NR RRC message encapsulated in the received PDCP PDU. 
The following table gives part of IEs in RRC TRANSFER message in TS 38.423. Obviously, the current RRC TRANSFER message can be used for F1-C transport without RAN3 impact if split SRB2 is used for F1-C transfer in scenario 2.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Split SRB
	
	0..1
	
	
	YES
	reject

	>RRC Container
	O
	
	OCTET STRING
	Contains a PDCP-C PDU encapsulating an RRC message as defined in subclause 6.2.1 of TS 38.331 [10] or TS 36.331 [14] and ciphered with the key of the M-NG-RAN node
	–
	

	>SRB Type
	M
	
	ENUMERATED (srb1, srb2, ...)
	The SRB type to be used
	–
	

	>Delivery Status
	O
	
	9.2.3.45
	DL RRC delivery status of split SRB
	–
	


Observation 1: When split SRB2 is used in scenario 2, the RRC TRANSFER message can be reused for F1-C transport without RAN3 impact.
Inter-donor redundancy
BAP collision
As we know, the routing of an IAB node is always configured by its connected donor CU. However, the UL/DL packet may be transmitted across two topologies in inter-donor redundancy scenario. Since the assignment of BAP addresses, BAP path IDs and BH RLC CH IDs occurs independently in each topology, the same BAP address and BAP routing ID may be assigned in the two topologies. Consequently, BAP routing or BAP address collision may happen. 
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Figure 1: Inter-topology BAP routing
There are 3 typical collision cases. We take Figure 1 as an example.
Case 1, both IAB-donor-DUs have the same BAP address. It is possible that the UL packets transmitted along the first path and second path are configured with the same routing ID. As a result, the boundary node cannot use the routing ID to differentiate these two parent nodes.
Case 2, IAB-nodes 4 and 5 have the same BAP address.  It is possible that the DL packets terminated at IAB-node 4 and IAB-node 5 are configured with the same routing ID. Therefore, IAB-node 2 cannot figure out the the next-hop node for the DL packet associated with such a routing ID.
Case 3, IAB-nodes 2 and 3 have the same BAP address. According to 38.340, if the destination BAP address of the BAP PDU matches the BAP address of the IAB-node, the IAB-node shall deliver the packet to its upper layer. As a result, the DL packet should have been sent to IAB-node 3 is delivered to IAB-node 2’s upper layer.
Currently, the following 4 options are considered to solve the BAP collision issue.
Option 1: OAM based solution

Option 3: routing via a new unique identity, e.g., a) extended BAP address with CU component, b) separate set of (e)LCIDs.
Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node

Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

For option 1, BAP collision will not appear, because the BAP address space stored at different CUs are separated. 
For option 3a, it extends BAP address with CU component. This solution is workable and it is simple to implement. We only need to define new BAP header to accommodate the identity of donor CU. The identity of donor CU needs further study, e.g. using the gNB ID as donor CU ID or define a new donor CU ID.
For option 3b, i.e. routing via separate LCID, this option has many specification impacts. For example,the IAB-node maybe configured with several sets of BH configuration, where each set is associated with a specific topology. The dual-connected IAB node needs to consider both routing ID and ingress BH RLC channel when determining the next-hop node. Besides, if multiple upstream nodes or downstream nodes establishes inter-donor redundancy, the IAB-node needs to setup several sets of BH RLC channels with the same QoS to address different topologies. So it requires the reservation of radio resources redundantly and use a lot of eLCID space.

For option 4, the boundary node needs to be configured with a remapping table. Meanwhile, the routing ID for certain F1 traffic needs to be re-configured to achieve per-F1-U tunnel level load balancing. Suppose F1-U tunnel 1 and F1-U tunnel 2 of IAB-node 4 is initially configured with the same routing ID toward donor DU1, later donor CU1 determines to route the traffic from F1-U tunnel 2 via the SN for load balance purpose. In this case, the routing selection need to be reconfigured at descendant node to differentiate these two F1-U tunnels. Otherwise, the boundary IAB-node may rewrite the BAP header of both F1-U tunnels since the BAP routing IDs of these packets from F1-U tunnel 1 and F1-U tunnel 2 are same. On the other hand, suppose the BAP header of the packet from F1-U tunnel is remapped and rewritten with new routing ID, the packet should have been sent to IAB-node 1 is now sent to IAB-node 2. However, if IP address filtering is enabled, the packet would be discarded when transmitting from donor-DU 2 to CU 1 since the source IP address of the re-routed packet is not anchored on donor-DU2.
For option 5, it introduces more specification impact in comparison with option 4. It requires IAB-node to read IP header. Note that if IPsec is enabled, the dual-connected IAB-node can only read the outer IP header. Many UL packets may use the same outer IP address. If the F1-U tunnel level load balance should be supported, IAB-node should use separate outer IP address for different GTP tunnels. This requires extra burden on IP address space. Alternatively, some companies argue that flow label/DSCP can be used to differentiate the GTP tunnels. However, this requires donor-CU to configure the mapping between flow label/DSCP and GTP tunnel. As we know, donor-CU does not configure flow label/DSCP to IAB-node in R16 IAB. This would impose additional specification impact. 
According to the above analysis, option 1 has no specification impact. Option 3a has slight modification on the BAP address, and this option is simple to implement. However, option 3b, 4, and 5 introduce a lot of specification impacts. So we suggest to consider option 1 and option 3a.
Proposal 1: It is suggested for RAN3 to adopt option 1 and option 3a.

Route configuration mechanism under option 1 and option 3a
If option 1 or option 3a is used, the BAP address space is separated for different topologies. The secondary donor can allocate routing ID without concerning BAP collision. To be specific, donor CU 2 allocates new routing ID for the F1 GTP tunnels to be migrated, and sends the new routing ID configuration to donor CU 1 via Xn interface. Then the donor-CU 1 sends F1AP message, containing the new routing ID, to the dual-connecting IAB-node and descendant nodes. In this way, the accessing IAB node uses the new routing ID and include it in the BAP header of the UL packet which will be transmitted via the SCG-path. 

In the following, we will discuss the information that the F1-terminating donor provides to the non-F1-terminating donor for the establishment of BAP routing via the target path. We take Fig 2 as an example.
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Fig. 2: Example for IAB topology with two redundant paths
In Figure 2, IAB-node 3 is referred to as dual-connecting IAB-node. The path across donor-DU 1 is called the MCG-path. IAB-node 1 is referred to as the first parent-node of IAB-node 3. The path across donor-DU 2 is called the SCG-path. IAB-node 2 is referred to as the second parent-node of IAB-node 3. IAB-node 4-7 are descendant nodes of IAB-node 3. Suppose there are two F1-U tunnels established at IAB-node 7. To guarantee the QoS requirements, the data of the F1-U tunnel in orange is transmitted via IAB-node 4 while the data of the F1-U tunnel in green is forwarded via IAB-node 5. Correspondingly, the routing IDs of these two F1-U tunnels are {donor-DU 1 BAP address, path 1} and {donor-DU 1 BAP address, path 2}, respectively. 

Suppose donor-CU 1 determines to migrate these two F1-U tunnels to the SCG-path, donor-CU 1 may send donor-CU 2 the identity of the F1-U tunnel which needs to be migrated, and QoS parameters of the DRB delivered via the F1-U tunnel. Upon receiving the information of the F1-U tunnel to be migrated, donor-CU 2 decides how to route the packets of these two F1-U tunnels on the SCG-path, and whether to establish or modify the BH RLC channels at donor-DU 2 and the IAB-nodes along the SCG-path. Donor-CU 2 needs to allocate new routing IDs for these two F1-U tunnels. Since the topology under boundary node is managed by donor CU1 and is transparent to donor CU2, if donor-CU 2 allocates routing ID freely, it may allocate the same routing ID for these two UL packets. However, as we can see from Figure 2, these two tunnels are transmitted via different paths between IAB-node 7 and IAB-node 3. As a result, the QoS requirement of one of these two UL packets cannot be guaranteed. To solve this problem, donor-CU 1 can check whether the routing ID allocated by donor-CU 2 is appropriate. For example, donor-CU 1 informs donor-CU 2 to re-allocate routing ID for either one of the UL packets after finding the same routing ID is configured to these two UL packets. But this scheme requests additional signaling overhead. Alternatively, donor-CU 1 sends old routing IDs of the migrating F1-U tunnels to donor-CU 2. In this case, donor-CU 2 can implicitly know whether same or different routing IDs should be allocated to these two F1-U tunnels.

Proposal 2: It is suggested that the F1-terminating donor provides the following information of the migrated F1-U tunnel to the non-F1-terminating donor for the establishment of BAP routing via the target path:

- the identity of the F1-U tunnel

- QoS parameters of the DRB delivered via the F1-U tunnel

- routing ID of the F1-U tunnel

Conclusion

In this contribution, we discuss the CP/UP separation and topology redundancy, and have the following observation and proposals:

Observation 1: When split SRB2 is used in scenario 2, the RRC TRANSFER message can be reused for F1-C transport without RAN3 impact.
Proposal 1: It is suggested for RAN3 to adopt option 1 and option 3a.

Proposal 2: It is suggested that the F1-terminating donor provides the following information of the migrated F1-U tunnel to the non-F1-terminating donor for the establishment of BAP routing via the target path:

- the identity of the F1-U tunnel

- QoS parameters of the DRB delivered via the F1-U tunnel

- routing ID of the F1-U tunnel
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