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Introduction

At the latest RAN3#111e meeting,  the following agreements have been captured.
- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)

- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.

Energy saving, load balancing, traffic steering/mobility optimization are considered as the use cases to further study. Moreover, prediction methods (e.g. load prediction, trajectory/location prediction and etc.)  were also mentioned in all types of uses case and shall be studied as a tool-box use case.
In this contribution, we continue to focus on the use case of AI based load prediction, and propose to capture its solution,and standard impacts into the TR37.817[1].
Discussion

Solution
AI based load prediction [2] we proposed is to predict the traffic load on the days or hours or minutes granularity. Different from the solution to real-time use case (UE trajectory prediction)[3], Model training and Model inference can be both deployed in the OAM for a long-term time scale, e.g., years, months, days, the architecture as shown below. 
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Figure 1.  Model training and Model inference both located in the OAM
Step 1a&1b. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 2. Model Training. Required data are leveraged to training ML model for AI-based load prediction.

Step 3a &3b. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model inference.

Step 4. Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 5. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.

Above all, there is no standard impact in RAN3 if Model training and Model inference are both located in the OAM.
Observation 1: There is no standard impact in RAN3 if Model training and Model inference are both located in the OAM.

In addition, for AI-based load prediction, inference stage also can be located in the NG-RAN node in case that the optimization decision should be made according to the short-term predicted load. Therefore, we propose two solutions to the AI-based load prediction which Model inference is deployed at the RAN node. The first one is that Model Training is located in OAM and Model Inference is located in RAN node, while the other one is that Model Training and Model Inference are both located in NG-RAN node. 
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Figure 2.  Model Training located in OAM and Model Inference located in RAN node

Step 1a~1c.  NG-RAN node1 initiated AI Function Management procedure to NG-RAN node2 in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully and ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node1 in order to distribute/update the uniform AI training model for AI based load prediction.
Step 5a~5c. NG-RAN node1 initiated AI Measurement Management procedure to NG-RAN node2 in order to collect the needed load related measurements for model inference. 

5a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

5b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

5c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 8. ML Performance feedback. NG-RAN node sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.

Step 10.According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.
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Figure 3. Model Training and Model Inference both located in RAN node
Step 1a~1c.  NG-RAN node1 initiated AI Function Management procedure to NG-RAN node2  in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully and ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. NG-RAN node1 initiated AI Measurement Management procedure to NG-RAN node2. 

2a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

2b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

2c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model training.

Step 3b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model training.
Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Step 5a~5c.  NG-RAN node1 initiated AI Model Management procedure to NG-RAN node2 in order to distribute/update the uniform AI training model for AI based load prediction.  

5a)The NG-RAN node1 sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards NG-RAN node2 including Model type, Model graph, Model data. 

5b)The NG-RAN node2 replies with AI MODEL ACK message if successfully.

5c)If failed, the NG-RAN node2 replies with AI MODEL FAILURE message with appropriate failure cause.
Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including  load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells

Step 8. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.
Step 9. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.
Required data
The following data is required as input data for load prediction.
Historical traffic load of cells;
Historical PDCP Data Volume of cells;
Historical PRB utilization rate of cells;
Historical RRC connection number of cells.
Output data
The output of load prediction contains the following information.

Trends of the traffic load

Predicted load of serving cell and neighbour cells

Standard impact
The corresponding standard impacts of load prediction use case may include:

AI Measurement management procedures between NG-RAN nodes in order to report load prediction required data and the corresponding assistance information, e.g, Historical traffic load of cells;
AI function management procedures in order to align the corresponding AI functions between NG-RAN nodes;
AI Model management procedures in order to distribute/update the ML model between NG-RAN nodes;
The predicted load information is exchanged with the neighbour NG-RAN nodes via Resource Status Report procedure which can be used for subsequent optimization (e.g. energy saving, load balancing, mobility management, etc).
Proposal 1:RAN3 is kindly asked to discuss the AI-based load prediction use case and capture above content into the related TR 37.817. 
Proposal 2: The corresponding TP for TR37.817 is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1:RAN3 is kindly asked to discuss the AI-based load prediction use case and capture above content into the related TR 37.817.  
Proposal 2: The corresponding TP for TR37.817 is provided below.
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Figure 1.  Model Training located in OAM and Model Inference located in RAN node

Step 1a~1c.  NG-RAN node1 initiated AI Function Management procedure to NG-RAN node2 in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully and ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2. NG-RAN node1 and NG-RAN node2 send AI measurement report message to OAM including load prediction required data for model training.
Step 3. Model Training. Required data are leveraged to training ML model for AI based load prediction.

Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node1 in order to distribute/update the uniform AI training model for AI based load prediction.
Step 5a~5c. NG-RAN node1 initiated AI Measurement Management procedure to NG-RAN node2 in order to collect the needed load related measurements for model inference. 

5a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

5b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

5c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells
Step 8. ML Performance feedback. NG-RAN node sends ML performance feedback to OAM including the indication whether ML model performance is good or not.

Step 9. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.

Step 10.According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.
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Figure 2. Model Training and Model Inference both located in RAN node
Step 1a~1c.  NG-RAN node1 initiated AI Function Management procedure to NG-RAN node2  in order to align the corresponding AI functions with each other. 

1a)The NG-RAN node1 sends AI START message towards NG-RAN node2 including AI-based load prediction to be started. 

1b)The NG-RAN node2 replies with AI START ACK message, the messages including AI function objectives started successfully and ML model request. 

1c)If failed, the NG-RAN node2 replies with AI START Failure message with appropriate failure cause.

Step 2a~2c. NG-RAN node1 initiated AI Measurement Management procedure to NG-RAN node2. 

2a)The NG-RAN node1 sends the AI MEASUREMENT REQUEST message towards NG-RAN node2 including measurement objective, report configuration, report granularity etc. 

2b) NG-RAN node2 replies with AI MEASUREMENT REQUEST ACK message, the message indicates that the requested measurement is successfully initiated.  

2c) If failed, the NG-RAN node2 replies with AI MEASUREMENT REQUEST FAILURE message with appropriate failure cause.

Step 3a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including load prediction required data for model training.

Step 3b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model training.
Step 4. Model training. Required data are leveraged to training ML model for load prediction.

Step 5a~5c.  NG-RAN node1 initiated AI Model Management procedure to NG-RAN node2 in order to distribute/update the uniform AI training model for AI based load prediction.  

5a)The NG-RAN node1 sends the AI MODEL DISTRIBUTION/DEPLOYMENT message towards NG-RAN node2 including Model type, Model graph, Model data. 

5b)The NG-RAN node2 replies with AI MODEL ACK message if successfully.

5c)If failed, the NG-RAN node2 replies with AI MODEL FAILURE message with appropriate failure cause.
Step 6a. NG-RAN node2 sends AI measurement report message to NG-RAN node1 including  load prediction required data for model inference.

Step 6b. NG-RAN node1 obtains its own AI measurement including load prediction required data for model inference.
Step 7.  Model Inference. Measurements are leveraged into Model Inference to output following information: 
Trends of the traffic load,

Predicted load of serving cell and neighbour cells

Step 8. NG-RAN node1 sends load predicted information to NG-RAN node2 via Resource Status Report procedure.
Step 9. According to the output from model inference, recommended actions or configuration are executed for Energy Saving Optimization, Load Balancing Optimization, Mobility Management Optimization, etc.
5.2.X.2.2 Required data
The following data is required as input data for load prediction.
Historical traffic load of cells;
Historical PDCP Data Volume of cells;
Historical PRB utilization rate of cells;
Historical RRC connection number of cells.
5.2.X.2.3 Output data
The output of load prediction contains the following information.

Trends of the traffic load

Predicted load of serving cell and neighbour cells

5.2.X.2.4 Standard impact
The corresponding standard impacts of load prediction use case may include:

AI Measurement management procedures between NG-RAN nodes in order to report load prediction required data and the corresponding assistance information, e.g, Historical traffic load of cells;
AI function management procedures in order to align the corresponding AI functions between NG-RAN nodes;
AI Model management procedures in order to distribute/update the ML model between NG-RAN nodes;
The predicted load information is exchanged with the neighbour NG-RAN nodes via Resource Status Report procedure which can be used for subsequent optimization (e.g. energy saving, load balancing, mobility management, etc).
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