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 Introduction

At the latest RAN3#111e meeting,  the following agreements have been captured.
- As a starting point, focus on at least the following use cases: Energy saving, load balancing, traffic steering/mobility optimization (other use cases, e.g. optimization of physical layer parameters, are not precluded)

- Augmented information should be studied case by case, e.g. history info, info needed for prediction, etc.

Energy saving should be as a starting point of the system level use case to discuss which is more complicated than the tool box use case. In this contribution, we analyze the solution to the AI-based energy saving and propose the architecture of the energy saving.
 Discussion

Energy saving is a critical issue for 5G operators. Switching on/off cells is a mainly used strategy to reduce the energy consumption of networks, and energy saving decision making requires references to various information including predicted information. Now AI/ML technology has the good ability to make a long-term or short-term prediction according to the given input information. Therefore, according to the AI framework [2], we propose the overall structure for AI-based energy saving as shown below.
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Figure 1. Overall structure of AI-based energy saving

The structure is composed of data collection , tool box, energy saving decision and energy-saving execution. 

Data collection is mainly responsible for the data collection and preparation, and required data is used to do the load prediction, scenario classification through ML algorithms. 

Energy saving activation decision making may be based on the various information including predicted information. There are many predicted information that can be used by operators to make energy-saving policies, such as energy-saving scenarios classification and traffic load prediction. The more accurate the predicted information is, the better the energy-saving decisions based on the predicted information  results will be. Therefore, AI-based load prediction shall be as a tool-box use case to discuss and we propose the solution to AI-based load prediction in [3]. 

Moreover, energy-saving scenario classification is to cluster similar energy saving scenario through analyzing the various information collected from NG-RAN including traffic tide, coverage status, etc. And energy saving decision can be made for specific energy saving scenario.
Proposal 1: Energy saving decision making may be based on the various information including predicted information (e.g. energy-saving scenarios classification, traffic load prediction).

Proposal 2: For making better energy-saving decision, AI-based load prediction shall be as a tool-box use case to discuss and solve.

Energy-saving decision module and execution module can be seen as the Action part in the AI-framework [2]. According to the traffic load prediction/scenario classification, energy-saving decisions (e.g. parameters optimization)  are executed in the NG-RAN. If the performance of network (e.g. energy benefit) after configured deteriorates, energy-saving module may be triggered to re-train the ML model or making an optimal energy-saving decision. Considering lots of KPI related data and the overall situation among RAN nodes within certain geographical area  needs to be taken into account, Energy-saving decision module would be better to be located in OAM.After the RAN nodes receives the energy saving command from OAM, it will perform the RAN side energy saving, e.g., switch on/off cells, offloading UEs.
Observation 1: Performance feedback output from action shall be forward to model training for monitoring and retraining.

Energy saving decision output from energy-saving decision module could be the following information: 

Recommended cell to enter dormant mode;

Recommended Energy saving Strategies as different dormant mode, e.g., symbol shutdown, channel shutdown, carrier shutdown, deep sleep, device shutdown;
Recommended candidate cells with precedence for taking over the traffic of the dormant cell.
Recommended time period for dormant mode
Proposal 3: Energy saving decision/output could be the following information: 

Recommended cell to enter dormant mode;

Recommended Energy saving Strategies as different dormant mode, e.g., symbol shutdown, channel shutdown, carrier shutdown, deep sleep, device shutdown;
Recommended candidate cells with precedence for taking over the traffic of the dormant cell.
Recommended time period for dormant mode
Above all, data collection , tool box, energy saving decision and energy-saving execution modules are essential for AI-based energy-saving. These modules can be deployed at the NG-RAN or OAM respectively, so the augmented information maybe exchanged over XN/F1/NG interface for AI-based energy-saving for each sub modules. From RAN side point of view, starting from tool box use cases are a good choice, step by step, from simple to start.

Proposal 4: RAN3 is kindly asked to discuss the standard impacts for AI-based energy saving from tool box use cases .

3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Energy saving decision making may be based on the various information including predicted information (e.g. energy-saving scenarios classification, traffic load prediction).

Proposal 2: For making better energy-saving decision, AI-based load prediction shall be as a tool-box use case to discuss and solve.

Observation 1: Performance feedback output from action shall be forward to model training for monitoring and retraining.

Proposal 3: Energy saving decision/output could be the following information: 

Recommended cell to enter dormant mode;

Recommended Energy saving Strategies as different dormant mode, e.g., symbol shutdown, channel shutdown, carrier shutdown, deep sleep, device shutdown;
Recommended candidate cells with precedence for taking over the traffic of the dormant cell.
Recommended time period for dormant mode
Proposal 4: RAN3 is kindly asked to discuss the standard impacts for AI-based energy saving from tool box use cases .
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