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Introduction
In previous meetings, RAN3 has discussed four potential solutions to support transmitting RRC Reconfiguration for descendant IAB over source path. In this contribution we will further analyse they are benefits and give us proposals. Besides, we also discuss UL packet loss and unnecessary transmission to reduce service interruption.
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Reduction of service interruption
The following agreements were approached in last RAN3 meeting [1] and we will analyze them in order:
Consider the following options to support transferring RRCReconfiguration for descendant IAB over source path 
-	Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.
-	Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.
-	Sol3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception. 
-	Sol4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.   








One way to reduce service interruption is increase time utilization. Once the parent node MT/child node MT has been migrated successfully, the child node/parent node executes reconfiguration procedure as soon as possible. But we meet the problem that how to ensure the reconfiguration procedure of parent node after the RRC reconfiguration message is received by child node. 
Solution 1:
Donor CU sends the RRC reconfiguration messages for all IAB nodes. Parent node would buffer the reconfiguration message of child node until parent node accesses to target path. This “access” could be random access successful or received RRC reconfiguration message from upper node. Solution 1 feasible but still has some issues need to be addressed. 
A. How to parent node recognises the RRC reconfiguration message for child node
For F1AP messages, UE context setup request and CU-initiated UE context modification request includes CU to DU RRC information IE which can be parsed by parent node DU. We can use UE context modification request message to send RRC reconfiguration for child node to parent node DU as Release 16. Except recognising RRC reconfiguration of child node, the parent node DU also need buffer it until some condition meets. A delay to take effect IE could be included in CU to DU information to inform parent node DU delay sends RRC reconfiguration message until parent node MT access to upper node completely.
Observation 1: Introduce a delay to take effect IE included in CU to DU information in UE context modification request message for solution 1.
B. PDCP SN re-ordering in child MT/UE
The “buffer mechanism” only activate when RRC reconfiguration of child node arrives at parent node before parent node receive RRC reconfiguration for itself. It means the parent node still not stop traffic transmission. “Buffer mechanism” would cause that child node is unable to receive continuous PDCP SN on SRB [2]. For example, source CU send PDCP SN 1,2,3,4 to child node on SRB, however, PDCP SN 3 is RRC reconfiguration message for child node and it buffered in parent node. The child node will wait PDCP SN 3 even if it already receives PDCP SN 4. 
The above scenario should be taken into account. However, whether PDCP SN 4 exists is not clear. In other words, whether the source CU will send other RRC messages after it already send RRC reconfiguration message to child node? It is up to source CU implementation? Moreover, what problem does waiting for PDCP SN 3 even after receiving PDCP SN 4 cause e.g., increase service interruption? After all, the ultimate purpose of a child node is to receive PDCP SN 3. The PDCP SN 4 could be discarded as PDCP SN 3 is received.
Observation 2: FFS on whether the issue of PDCP SN re-ordering exists in solution 1.
Solution 2:
Solution 2 is mainly in RAN2 scope. It requires a deactivate IE in RRC reconfiguration for child node. In addition, a BAP indication is needed to trigger child node to execute RRC reconfiguration. Compared with solution 1, the BAP indication may faster than RRC message and no buffer mechanism is needed.
Observation 3: BAP indication in Solution 2 may faster than RRC message in Solution 1. 
Observation 4: Solution 2 should be discussed in RAN2. 
Solution 3:
Child node executes RRC reconfiguration message once received (no buffer). It is a baseline procedure which has no benefit for service interruption reduction. The enhancement should be that child node sends RRC reconfiguration complete message to parent node which is able to trigger RRC reconfiguration procedure of parent node. The limitation of solution 3 is that it can only work in bottom-up migration. And it also needs an IE for parent node to recognise RRC reconfiguration complete message from child node, which is similar as solution 1. The benefit of solution 3 is no buffer mechanism and no new signalling is needed. 
Proposal 4: Solution 3 has similar issues as solution 1 and only works in bottom-up migration, but no buffer mechanism and no new signalling is needed.
Solution 4:
There is no doubt that CU proper implementation is the easiest solution. No spec modification and buffer mechanism is needed. But the sending timing is hard to be accurate, which can be effect by how many users/data in the path and etc. The ability of reduction of service interruption may not good as other solutions.
Proposal 5: Solution 4 has no spec impact but the accuracy of sending timing may not good as others.
Basically, solution 1 and solution 3 need some mechanism to recognise RRC message. Solution 2 is the fastest way but a L2 indication is needed, however, this indication also can be adopted in CHO. Solution 4 is the less spec impact but the accuracy cannot be guaranty, and it may not be useful in CHO. Base on the all above analyse, these four solutions are feasible. And all of them have benefits and drawbacks. We propose the following priority of those options for service interruption reduction: solution 2-solution 1-solution 3-solution 4.
Proposal 6: The options of service interruption base on the following priority: solution 2-solution 1-solution 3-solution 4.
UL Packet loss and unnecessary transmission 
UL Packet loss:
In our understanding, UL packet loss means that if the packet from UE is transmitting on intermediate node between UE and migrating IAB node, meanwhile, migrating IAB node is migrating or has been migrated to target path. It leads to packet discard when the packet arrives at migrating. After align with definition of UL packet loss, RAN3 should confirm whether inter-donor-DU local re-routing is not always workable. Or whether it exists that a system does not able to support inter-donor-DU local re-routing but still want to no packet loss happens. 
If this scenario exists, we can consider UL DDS but it has some issues need to be addressed. UL DDS need to buffer packets at accessing IAB node until received confirm from donor CU. It increases load for access IAB node and these buffered packets may include wrong packets. One way to reduce the number of buffered packet is only active buffer function when some condition meet i.e., received RRC reconfiguration message. Besides, UL DDS may be not work in inter-CU migration since the F1-U is changed to target CU. The most important is that a big spec modification would be introduced. 
Observation 2: UL DDS may not work in inter-CU migration and it will introduce a big spec modification.
Finial indication in BAP PDU is another alternative. It requires that the last packet from UE add a finial indication at access IAB node on BAP layer. After migrating IAB node receives the packet with finial indication and sends this packet to next hop, migrating IAB node can execute new configuration for new donor DU/ donor CU. But the change of BAP header by access IAB node is not supported yet. 
After comparing with them, the UL DDS certainly work, but the finial indication may has less spec modification and more scenarios can be support i.e., inter-CU and inter-DU intra-CU. In addition, we also discuss the BAP rewrite in other topic which is similar as BAP indication addition. It seems easier to get an align solution.
Proposal 6: Finial indication is used to address UL packet loss when inter-donor-DU local re-routing does not works. 
Unnecessary transmission:
The intension is to address the on-fly-packet are buffered in intermediated nodes.
For UL, it is not clear the different between UL unnecessary transmission and UL packet loss. If it means the packet is buffering in one node which is between accessing IAB node and migrating IAB node after migrating IAB node migration.  Inter-donor-DU local re-routing can be used in UL unnecessary transmission. Or, UL unnecessary transmission means that the packet is buffering in one node which between migrating IAB node and donor CU after migrating IAB node migration. The packet would be discarded if donor CU releases the old configuration via source path. For this case, inter-donor-DU local re-routing is not work but finial indication can deal with it. Finial indication avoids releasing old configuration before finial packet received.
For DL, the packet may be buffered in one node which between migrating IAB node and donor CU after migrating IAB node migration. These packets cannot be sent to migrating IAB node and its sub-tree. DDDS cannot work but finial indication is able to avoid unnecessary transmission. Specifically, migrated IAB node uses target configuration until it receives finial indication from source path. 
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Group signalling and concurrent procedure
For reduce service interruption in intra-CU migration, UE context modification request message for all descendant nodes and UEs can send concurrently or in group. Concurrent sending means that all UE context modification request messages are sent to parent nodes at the same time. If using group signalling, it will lead to many RRC reconfiguration messages included in one UE context modification request message. 
Proposal 8: FFS on group signalling or concurrent procedure for UE context modification request message.
Conclusion
The following was observed:
Observation 1: UE/IAB-MT migration after F1 setup with target CU.
Observation 2: UL DDS may not work in inter-CU migration and it will introduce a big spec modification.
The following is proposed:
Proposal 1: Introduce a delay to take effect IE included in CU to DU information in UE context modification request message for solution 1.
Proposal 2: FFS on whether the issue of PDCP SN re-ordering exists in solution 1.
Proposal 3: Solution 2 should be discussed in RAN2. 
Proposal 4: Solution 3 has less spec impact and not need to introduce a new signalling.
Proposal 5: Solution 4 has no spec impact but the accuracy of sending timing may not good as others.
Proposal 6: Finial indication is used to address UL packet loss when inter-donor-DU local re-routing does not works. 
Proposal 7: Finial indication and inter-donor-DU local re-routing are used to avoid UL unnecessary transmission. Finial indication is used to avoid DL unnecessary transmission
Proposal 8: FFS on group signalling or concurrent procedure for UE context modification request message.
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