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1. Introduction
RAN3 has made significant progress on the AI/ML framework. This paper discusses the architecture to support the framework. 
2. Discussion
Currently, there are three kinds of AI/ML work progressing in parallel:

· OAM/SMO based AI/ML

· 5GC based AI/ML

· RAN based AI/ML.

Observation 1: There are three kinds of AI/ML work in 5G system:

· OAM/SMO based AI/ML

· 5GC based AI/ML

· RAN based AI/ML.

SA5 is working on OAM/SMO based AI/ML. OAM collects data from RAN and core network. MDAF uses these data for AI/ML and analytics. However, OAM/SMO collected data is not real time. Therefore, OAM/SMO based AI/ML can only support non real time use cases. Another problem is, the OAM/SMO to RAN interface, i.e. the south bound interface is not full standardized. This affects the inter-vendor interworking.
Observation 2: OAM/SMO based AI/ML only supports non real time use cases.
Observation 3: South bound interface from OAM to RAN/CN is not fully standardized and difficult to support inter-vendor interworking.

Probably, due to the limitations of observation 2 and 3, SA2 defined 5GC based AI/ML. SA2 first defined NWDAF, as shown in figure 1. NWDAF can collect data from any NF and can perform analytics based on the collected data. 
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Figure 1: NWDAF
In R17, as shown in figure 2, SA2 further defined:

·  DCCF for data collection coordination,

· ADRF for data storage

· MFAF for messaging.
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Figure 2: SA2 eNA Architecture
Observation 4: SA2 defined 5GC based AI/ML and introduced new network entities:
·  NWDAF: for data collection and analytics

· DCCF for data collection coordination

· ADRF for data storage.
It is our RAN3 responsibility to define RAN based AI/ML. We can define the similar entities for the RAN based AI/ML. To avoid introducing new interfaces in the first release of RAN AI/ML, the new entities can be thought as the function of gNB.
AI/ML model training/inference usually runs over dedicated hardware (e.g. TPU, NPU, GPU) and software platform. This platform can be either inside the gNB or a dedicated platform. Defining such a logical entity is easier for us to describe the AI/ML function supported by gNB.
Proposal 1: Define RAN data analytics function (RDAF) inside gNB, similar to the role of NWDAF.

In model training and inference, data needs to be provided to the model. The data may be distributed in multiple locations and network entities. A data collection coordination function is helpful for the training host and inference host to get the required data.
Proposal 2: Define RAN data coordination function (RDCF) inside NG-RAN, similar to the role of DCCF.

Data storage is useful for data sharing and avoids duplicated data collection from network entities. 
Proposal 3: Define RAN data storage function (RDRF) inside NG-RAN, similar to the role of ARDF.
3. Conclusion
Observation 1: There are three kinds of AI/ML work in 5G system:

· OAM/SMO based AI/ML

· 5GC based AI/ML

· RAN based AI/ML.
Observation 2: OAM/SMO based AI/ML only supports non real time use cases.
Observation 3: South bound interface from OAM to RAN/CN is not fully standardized and difficult to support inter-vendor interworking.

Observation 4: SA2 defined 5GC based AI/ML and introduced new network entities:

·  NWDAF: for data collection and analytics

· DCCF for data collection coordination

· ADRF for data storage.
Proposal 1: Define RAN data analytics function (RDAF) inside gNB, similar to the role of NWDAF.
Proposal 2: Define RAN data coordination function (RDCF) inside NG-RAN, similar to the role of DCCF.
Proposal 3: Define RAN data storage function (RDRF) inside NG-RAN, similar to the role of ARDF.
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