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Discussion and Decision
1. Introduction
After RAN3 #110e meeting and #111e meeting, several open issues are remaining related to TR 37.817 section 4.2 Functional Framework.
This contribution proposes resolutions to these open issues. Corresponding TP to TR 37.817 on Functional Framework is in [1].

2. Discussion
The following open issues are remaining [2], [3]:

1. Whether Actor and Subject of action should be in one box or separate
2. Whether feedback from action to Model training host is needed. Feedback from action can be used for model training, whether model training achieves feedback from action directly is FFS.
3. Whether the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback. Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note

4. Whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.

5. Whether to remove Model performance feedback from Model inference to Model training
6. Other possible refinements
Open issue 1.
Whether Actor and Subject of action should be in one box or separate

The objective of this SI includes to study standardization impacts on the nodes, functions, and network interfaces in the current NG-RAN architecture “to convey the input/output data among network nodes or AI functions.”

If Actor is one NG-RAN node and Subject of action is another NG-RAN node, then Action is transmitted via Xn interface. If Actor is gNB-CU and Subject of action is gNB-DU, then Action is transmitted via F1 interface. In these examples Xn or F1 interfaces are impacted. If Actor and Subject of Action are in one box, such impact is missing in the Functional Framework.

Proposal 1: Actor and Subject of action should be in separate boxes to allow studying standardization impacts for transmitting Action from Actor to Subject of action (for example, impacts of Xn and F1 interfaces).
Open issue 2.
Whether feedback from action to Model training host is needed (whether model training achieves feedback from action directly)

Same NG-RAN node can function as Data source and Subject of action. Also, if there are several different AI models deployed in the NG-RAN, same NG-RAN node can be Actor for one model and Subject of action for another model. It can even be host for Model training and Model inference for other AI models depending on use cases and deployment scenarios.

In order not to limit the study of impacts on existing nodes and interfaces, it is proposed that both direct feedback and indirect (via data sources) is considered in the study.
Proposal 2: Both feedback from Subject of action and from Data sources to Model training should be considered in order not to limit the study of impacts on existing nodes and interfaces.
Open issue 3.
Whether the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback. Confirm that feedback from action to data sources is performance feedback, remove related FFS from Editor Note

Performance feedback is wider than Model performance feedback, but no strong opinion. Looks like the impact will be the same, then we are fine with either name.

Open issue 4.
Whether to change “Data sources” to “Data collection & preparation”, whether to change “Model training” to “Model training (offline/online)”.
Data sources and Data collection & preparation assume very different impacts on NG-RAN nodes and network functions.

If NG-RAN nodes and network functions (e.g., gNB, CN functions, OAM, UE) act as Data sources, they provide some “raw” data similar to SON procedures. Impact could be limited to modification of existing procedures and if needed to adding some new procedures. Then, data pre-processing could be performed inside Model training and Model inference functions as they are anyway new functions. This way impact on existing NG-RAN nodes and functions can be well controlled and limited.

If NG-RAN nodes and network functions are required to perform data pre-processing/preparation, the impact on existing NG-RAN nodes and functions will be much bigger. They will need to have new data pre-processing/preparation functionality that will require extra data storage and processing resources. What is more important, different AI models may require different data pre-processing. This will require tight coupling of Data source nodes and AI model training and inference functions. This may greatly limit interoperability.

Regarding changing “Model training” to “Model training (offline/online),” definition already includes both options: “ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.” No strong opinion. For simplicity, maybe short version is better.

Proposal 3: Do not include data preparation functionality into Data sources at this stage to avoid tight coupling between Data sources and Model training/inference. For simplicity keep “Model training.”
Open issue 5.
Whether to remove Model performance feedback from Model inference to Model training

After reading through contributions and summary of discussions in the previous RAN3 meeting, we could not find explanation of reasons to have feedback from Model inference to Model training. 
If this is the case, maybe there is no need to have such feedback.

However, if there are use cases or deployment scenarios where such feedback is needed, similar to our other proposals we are OK to keep it and study its impact.

Proposal 4: Remove feedback from Model inference to Model training until justified by use cases or deployment scenarios. 
6.
Other possible refinements
Figure 4.2-1 in the TR is Functional Framework to specify functions related to RAN AI and interfaces between these functions. In general, in NG-RAN multiple instances of each block on Figure 4.2-1 could be deployed. From this perspective, it is not clear why two same blocks Subject of action are shown in Figure 4.2-1.

Proposal 5: Keep only one block Subject of action in the Functional Architecture figure and mention in the description that multiple instances of the blocks could be deployed depending on use case or deployment scenario. 
General ML model inputs and outputs are shown in Figure 1 below.
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Figure 1. ML model inputs and outputs.

Data from a data source is split into training data and inference data. Training data is used for model training. After model is sufficiently trained, it is deployed and inference data is applied to the model to generate output. After output is applied to the system for some purposes, performance feedback may be available to improve/update the model.

As was mentioned in [4], ML-based solutions can be applied to various use cases in NG-RAN.

For one group of use cases including network energy saving, network load balancing, mobility optimization, outputs from corresponding ML models can be directly applied to NG-RAN nodes and UEs, for example, to turn on/off cells or beams, to modify HO parameters, etc.
For another group of use cases including UEs trajectory prediction, traffic/load prediction, outputs from corresponding ML models could be used as inputs to other ML models. For example, results of UEs trajectory prediction and traffic/load prediction can be useful inputs to solve any of the mentioned network energy saving, network load balancing, and mobility optimization tasks. Moreover, result of UEs trajectory prediction can be used as an input for traffic/load prediction.
Output from one ML model can be used as input to another ML model. ML model interconnection topologies could be quite complicated.


Figure 2 shows example where output from model A is used as input for models B and C, output from model B is used as input for model C. 

For example:

· Model A: UEs trajectory prediction

· Model B: Cell/beam traffic/load prediction

· Model C: Network load balancing.
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Figure 2. Example of ML models pipelines.

Because NL model interconnection topologies could be quite complicated, it is proposed to capture output from one ML model to another ML model via Data Sources block. This is shown in Figure 3.

[image: image3]
Figure 3. Proposed way to capture in Functional Architecture Figure.

Proposal 6: Capture in Functional Architecture that output from one ML model can be input to another ML model via Data Sources block.

3. Conclusion
Proposal 1: Actor and Subject of action should be in separate boxes to allow studying standardization impacts for transmitting Action from Actor to Subject of action (for example, impacts of Xn and F1 interfaces).
Proposal 2: Both feedback from Subject of action and from Data sources to Model training should be considered in order not to limit the study of impacts on existing nodes and interfaces.
Proposal 3: Do not include data preparation functionality into Data sources at this stage to avoid tight coupling between Data sources and Model training/inference. For simplicity keep “Model training.”
Proposal 4: Remove feedback from Model inference to Model training until justified by use cases or deployment scenarios. 
Proposal 5: Keep only one block Subject of action in the Functional Architecture figure and mention in the description that multiple instances of the blocks could be deployed depending on use case or deployment scenario. 

Proposal 6: Capture in Functional Architecture that output from one ML model can be input to another ML model via Data Sources block.
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