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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]A new SI for Rel-17 called “Study on enhancement for data collection for NR and ENDC” was agreed by RAN Plenary with SID in [1] and inputs were discussed in RAN3#110-e and RAN3#111-e meetings. Initial agreements are covered in TR 37.817 [2].
The SI aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and to identify the potential standardization impacts on current NG-RAN nodes and interfaces. RAN intelligence is referring to the use of Artificial Intelligence (AI) / Machine Learning (ML) approaches used to overcome the challenges of consistent optimization of increasing numbers of key performance indicators (KPIs) and data to be analysed. AI/ML is seen as a powerful functionality to help operators to improve network management and user experience, by analysing and autonomously processing the data collected in the network and by the UEs. The application of AI/ML in 5G networks has gained tremendous attention in both academia and industry/standardisation fora (see e.g. [3], [4], and [5]).
This contribution focuses on high-level principles for AI/ML-enabled RAN intelligence and the functional framework required for its introduction (e.g. the AI/ML functionality and the input/output of the components for AI/ML-enabled optimization). Furthermore, it includes a TP how to cover those aspects in TR 37.817 taking also into account the outcome of discussion at last RAN3 meeting [6].
2. Discussion
2.1 Data analytics within 5GS specifications
3GPP has covered different solutions for data analytics in 5G networks in Rel-15+. The 5GC includes the NWDAF (Network Data Analytics Function) (see [7] and [8]) which can collect data from 5GC network functions (NFs) like AMF and SMF, from OAM system, or using those stored in a common data repository, and exposures analytic services to other 5GC NFs and/or OAM. Services specified in [8] cover e.g. network performance, network slice and NF load, mobility, and QoS aspects. 
3GPP SA5 is currently working in Rel-17 on mobile data analytics (MDA) in OAM. TR 28.809 [9] includes a description of the MDA process and role model also showing examples of coordination between NWDAF, gNB and MDA service (MDAS) producer for data analytics (see Fig. 1 for one of those examples):
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Fig. 1: Example of coordination between NWDAF, gNB and MDAS producer for data analytics
In contrast to [8] TR 28.809 explicitly states that MDA may rely on AI/ML technologies and describes the MDA process in terms of interaction with the MDAS consumer, when utilizing ML technologies (see Fig. 2).



Fig. 2: MDA process utilizing ML technologies [9]
Except of the process for MDA, there exists another one for ML model training where the MDAS producer trains the ML model and provides the ML training report to the MDAS consumer. 
The process for ML model training may also get the consumer involved, i.e., allowing the consumer to provide input for ML model training. The ML model training may be performed on an un-trained or a trained ML model. In the MDA process, the MDA producer analyses the data by the trained ML model, and provides the analytics report to the consumer. The MDAS consumer may validate the training report and analytics report and provide a report validation feedback to the MDAS producer which may be used to optimize the ML model.
The following definitions are currently given in [9] for the functions of the MDA process in Fig. 2:
· Data classification: The data input to the MDA producer could be used for ML model training or for the actual MDA process. The MDA producer classifies the input data and passes the classified data along to corresponding step for further processing.
· ML model training: The MDAS producer trains the ML model, i.e., to train the algorithm of the ML model to be able to provide the expected training output by analysis of the training input. The data for ML model training may be the training data (including the training input and the expected output) and/or the report validation feedback provided by the consumer. After the ML model training, the MDAS producer provides an ML model training report.
· Management data analysis: The trained ML model analyses the classified data and generates the management data analytics report(s).
· Validation: The MDAS consumer may validate the output data provided by the MDAS producer. The output data to be validated may be the analytics report and/or the ML model training report as described above. The consumer may provide the validation data as feedback to the MDAS producer, and the MDAS producer will use the validation data for further ML model training with the historical data that are used to generate the validated output data.
· Report validation: The MDAS consumer may validate the report provided by the MDAS producer. The report to be validated may be the analytics report and/or the ML model training report as described above. The consumer may provide a feedback to the MDAS producer. As a result of validation, the consumer: (i) may also provide training data and request to train the ML model and/or (ii) provide feedback indicating the scope of inaccuracy, e.g. time, geographical area, etc. 
Similar to [8], TR 28.809 is also listing a bunch of use cases for the potential application of the MDA process in OAM covering also RAN-related topics like coverage optimization, resource utilization, SLA assurance (latency, throughput, etc.), and mobility management (incl. handover optimization, load balancing, and inter-gNB beam selection).
Observation 1: The work in 3GPP already covers processes and functions for data analytics in the 5GC as well as in the OAM system with the latter explicitly addressing AI/ML technologies.
Observation 2: The MDAS approach discussed in 3GPP SA5 covers already processes and functions for AI/ML-based data analytics for the AI/ML lifecycle management (LCM).
Proposal 1: RAN3 to take the existing output on data analytics from 3GPP SA2 and SA5 into account for this SI as well as the output of other fora like e.g. ITU-T, ETSI, and O-RAN.
2.2 Applicability of AI/ML approaches in the RAN
During discussion at last RAN3#111-e meeting, there was no agreement on changes of current Fig. 4.2-1 in TR 37.817 which is capturing the functional framework for RAN intelligence based on AI/ML approaches (see Figure 3 below). 


Fig. 3: Functional Framework for RAN Intelligence [2]
In the following we will address some of the topics raised during discussion (see [6] and the RAN3 chairman’s notes, respectively). 
1) [bookmark: _Hlk70322798]Consideration of functional perspective only in the framework description
The description of the framework should be done only from a functional perspective, i.e., terms related to deployment aspects like “hosts”, “sources” etc. should be avoided.
Considering that aspect, we propose following changes:
· The block “Data sources” has to be renamed to “Data collection” to describe the related functionality, but as the function goes beyond plain collection of data – it has also to classify the data and prepare output data according to the need of following processing blocks (see also Fig. 2) – the name should be extended to “Data collection & preparation”.
· [bookmark: _Hlk69142653]The “Model inference host” should be renamed to “ML inference” to catch the related functionality (see also the term defined in Section 3.1 of [2]).
· [bookmark: _Hlk70322129][bookmark: _Hlk70322318]The “Model training host” should be renamed to “ML training” (see also the term defined in Section 3.1 of [2]). To further differentiate that the training may cover both offline and online training modes, the name should be extended to “ML training (offline/online)”. Deployment aspects related to online or offline training are not relevant for a functional description, but please note that this may play a role in a later step for a use case dedicated description where e.g. the online model training may be performed in the ML inference host. This should be additionally clarified in the description of the term in Section 3.1 in TR 37.817.
· “Actor” and “Subject of actions” should be combined to a common block “Action” as this is sufficient from a pure functional framework description. Nevertheless, the description of the term “Action” (currently missing in TR 37.817) should highlight that the resulting action may be spread across several logical RAN nodes e.g. triggered by one or more CP commands.
Proposal 2: To consider the functional perspective only in the framework description, RAN3 should adapt the Figure 4.2-1 in TR 37.817 according to following issues (for details see Sec. 5 of present tdoc):
· Rename the block “Data sources” to “Data collection & preparation”.
· Rename the block “Model inference host” to “ML inference”.
· Rename the block “Model training host” to “ML training (offline/online)”.
· Replace the blocks “Actor” and “Subject of actions” by a common block “Action”.
[bookmark: _Hlk70323382][bookmark: _Hlk70329514]Proposal 3: To be aligned with the changes in Proposal 2, RAN3 should adapt following terms in Sec. 3.1 of TR 37.817 (for details see Sec. 5 of present tdoc):
· Update the description for “Data collection” accordingly to take care for the function “Data collection & preparation”.
· Extend the description for “ML training” to consider the possibility that online training may be incorporated in the ML inference host.
· Introduce a new term “Action” that refers to the functionality covered in the related block in update Figure 4.2-1 in TR 37.817.
2) Interrelations between functional blocks in Figure 4.2-1 in TR 37.817
In addition to the discussion about names of functional blocks raised during RAN3#111-e (see [6] and the RAN3 chairman’s notes, respectively), also the interrelations between the blocks and the content to be transferred was debated.  In the following we will address those issues.
· [bookmark: _Hlk70329207]The link between “ML inference” and “Action” should be renamed from “Output” to “Analytics output” to consider the functionality performed in “ML inference”.
· The connection from “Action” to “Data collection & preparation” should be named as “Performance feedback” (as it is already), as this feedback describes possible changes in network performance triggered by the analytics output of ML inference in the “Action” block. 
· There is no need for a direct connection between “Action” and “ML training” as final training data will be collected and prepared in “Data collection & preparation”.
· [bookmark: _Hlk70333303]The link between “ML inference” and “ML training (offline/online)” should remain as via that connection the inference function may provide information about the model-related performance to the training function which is then feasible to adapt the model in a corresponding way and to provide a possible update based on further use of training data.
Proposal 4: RAN3 should consider following issues with respect to the connections between functional blocks shown in Figure 4.2-1 in TR 37.817 after update according to Proposal 2:
· Rename the connection between “ML inference” from “Output” to “Analytics output”.
· The names of the other connections in the figure should stay as they are.
Proposal 5: RAN3 should add a description with explanations to the different connections between the functional blocks in Sec. 4.2 of TR 37.817 (for details see Sec. 5 of present tdoc).
Proposal 6: RAN3 to remove the Editor Notes with FFS Sec. 4.2 of TR 37.817.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we can summarize the observations and proposals as listed in the following:
Observation 1: The work in 3GPP already covers processes and functions for data analytics in the 5GC as well as in the OAM system with the latter explicitly addressing AI/ML technologies.
Observation 2: The MDAS approach discussed in 3GPP SA5 covers already processes and functions for AI/ML-based data analytics for the AI/ML lifecycle management (LCM).
Proposal 1: RAN3 to take the existing output on data analytics from 3GPP SA2 and SA5 into account for this SI as well as the output of other fora like e.g. ITU-T, ETSI, and O-RAN.
Proposal 2: To consider the functional perspective only in the framework description, RAN3 should adapt the Figure 4.2-1 in TR 37.817 according to following issues:
· Rename the block “Data sources” to “Data collection & preparation”.
· Rename the block “Model inference host” to “ML inference”.
· Rename the block “Model training host” to “ML training (offline/online)”.
· Replace the blocks “Actor” and “Subject of actions” by a common block “Action”.
Proposal 3: To be aligned with the changes in Proposal 2, RAN3 should adapt following terms in Sec. 3.1 of TR 37.817:
· Update the description for “Data collection” accordingly to take care for the function “Data collection & preparation”.
· Extend the description for “ML training” to consider the possibility that online training may be incorporated in the ML inference host.
· Introduce a new term “Action” that refers to the functionality covered in the related block in update Figure 4.2-1 in TR 37.817.
Proposal 4: RAN3 should consider following issues with respect to the connections between functional blocks shown in Figure 4.2-1 in TR 37.817 after update according to Proposal 2:
· Rename the connection between “ML inference” from “Output” to “Analytics output”.
· The names of the other connections in the figure should stay as they are.
Proposal 5: RAN3 should add a description of the framework with possible explanations to the different connections between the functional blocks in Sec. 4.2 of TR 37.817 (for details see Sec. 5 of present tdoc).
Proposal 6: RAN3 to remove the Editor Notes with FFS Sec. 4.2 of TR 37.817.
A TP covering the proposed changes in TR 37.817 is given in Sec. 5 of present tdoc.
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5. TP for TR 37.817
…
3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
· Data Ccollection & Preparation: A function Data collectinged data from the logical network nodes/functions, management entitiesy or UEs, and preparing it as a basis for ML model training, data analytics and inference. Before delivery to “ML training” or “ML inference” functions, the data is classified and prepared in a way that makes it useful for the related function. An instance of the “Data collection & preparation” function may be hosted in different elements of the 5GS domains, like RAN, CN, OAM, or in UEs.
· ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs. 
· ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference. Those approaches can be differentiated e.g. according to supervised and unsupervised learning as well as to reinforcement learning (important for online training). The offline training is typically used for initial ML model training. In view of deployment aspects, the online and offline training may run in different hosts of the network. For offline training the function should be typically hosted in the OAM domain, whereas online training may be hosted in logical RAN nodes or the OAM, dependent on the use case behind.
· ML Inference: A process of using a trained ML model to make a prediction, decision or guide the decision of a following “Action” function based on collected data and ML model. Separately trained ML models can also be chained together in a ML pipeline during inference. In the context of this study the “ML inference” function may be hosted in different logical nodes of the RAN dependent on the needs of the use case considered.
· Action: A function or function flow triggered by the analytics output of the “ML inference” function. A RAN CP function located for example in the same or a different node as the “ML inference” function will initially take the responsibility for consideration of the analytics output and may trigger further CP and/or UP actions in the same or other logical RAN nodes, in the 5GC, in OAM or in UEs. 

…
[bookmark: _Toc55814331]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
[bookmark: _Toc55814332]4.1	High-level Principles 
The following high- level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of AI inference should be studied case by case.
· Training aspects are FFS
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

4.2	Functional Framework
Editor Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.
Figure 4.2-1 provides an overview about the functional framework for RAN intelligence considered in this study.
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Figure 4.2-1: Functional Framework for RAN Intelligence
Editor Note: figure is FFS.
The framework includes the functional blocks being relevant for the ML approach under consideration differentiating between: 
· “ML training” function providing the ML models based on offline or online learning processes for “ML inference” function which performs data analytics applying inference data to that model, 
· “Data collection & preparation” function responsible for collecting data from different sources in the 5GS system and classifying/preparing them for use in “ML training” and/or “ML inference”, and 
· “Action” function related to possible function flows triggered in the RAN by the analytics output of the “ML inference”. 
Via the “Model performance feedback” connection the “ML inference” function may provide information about the model-related performance quality to the “ML training” function which is then feasible to adapt the model in a corresponding way incorporating further training data and to provide a possible update to “ML inference” based on such optimization steps. 
The performance feedback created by the “Action” function considers the achievement level of KPIs related to the AI/ML-based optimization process (dependent on use case specifics). It is further captured in inference data and/or training data delivered by the “Data collection & preparation” function to close the optimization loop.
How many instantiations of the different functional blocks shown in the figure are used and in which logical nodes of the different 5GS domains (especially in the RAN for the present study) they are deployed is up to the use cases they are intended for, i.e., the depicted functional framework is not setting any limitations for possible implementations. 


3GPP
image1.png
3GPP domain MDAS Consumer

/O\ MDAS

Domain MDAS Producer

\i/MDAS A\ Mns\\j MDAS





image2.emf
ML model

Analytics input

ML model 

training

MDAS producer MDAS consumer

Management 

data analysis

Training report

Analytics report

Report 

Validation

Process for ML model training

Process for management data analysis

Training data

Feedback

Data 

classification

Training data

Validation flow


Microsoft_Visio_Drawing.vsdx
ML model
Analytics input
ML model training
MDAS producer
MDAS consumer
Management data analysis
Training report
Analytics report
Report Validation
Process for ML model training
Process for management data analysis
Training data
Feedback
Data classification
Training data
Validation flow



image3.emf
Data 

sources

Model training 

host

Model inference 

host

Actor

Subject of action

Subject of action

Training data

Inference data

Output

Action

Action

Model 

deployment/

update

Model 

performance

feedback

Performance feedback

Ă


Microsoft_Visio_Drawing1.vsdx
Data sources
Model training host
Model inference host
Actor
Subject of action
Subject of action
Training data
Inference data
Output
Action
Action
Model deployment/
update
Model performance
feedback
Performance feedback
…



Microsoft_Visio_Drawing2.vsdx
Data sources
Model training host
Model inference host
Actor
Subject of action
Subject of action
Training data
Inference data
Output
Action
Action
Model deployment/
update
Model performance
feedback
Performance feedback
…



image4.emf
Data 

collection

&

preparation

ML inference

Action

Training data

Inference data

Analytics

output

Model 

deployment/

update

Model 

performance

feedback

Performance feedback

ML training

(offline/online)


Microsoft_Visio_Drawing3.vsdx
Data collection & preparation
ML inference
Action
Training data
Inference data
Analytics output
Model deployment/
update
Model performance
feedback
Performance feedback
ML training (offline/online)



