3GPP TSG-RAN WG3 #112-e

















R3-211547
17-27 May 2021

Title: 
Discussion on lossless mobility in NR MBS
Source: 
ZTE
Agenda item:
22.3.1
Document for:
Discussion
Introduction

During RAN3#110-e and RAN2#112-e meeting, “Mobility Between MBS Supporting Nodes” was discussed and the following agreements were reached [1]. 
	Agreement in RAN3 110-e: 

For multicast, NR MBS shall provide means for minimization of data loss during mobility

For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
Agreement in RAN2 112-e:
In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.


In addition, during RAN3#111-e meeting, an offline discussion on CB: # 75_MBS_Mobility_Supporting was discussed[2]. In the Offline Discussion, issues about “DL PDCP SN Synchronization” and “Data forwarding” were focused. In this contribution, we will mainly discuss the issues raised in CB: # 75 for lossless mobility in NR MBS and give proposals.     
Discussion

DL PDCP SN Synchronization

During the discussion in previous RAN3 110-e and RAN2 112-e meeting, it has agreed in order to support the lossless handover for 5G MBS service, the DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed. And RAN3 works on the coordinated assignment of PDCP SN within a gNB and between gNBs. 

To achieve the DL PDCP SN synchronized and continuous between gNBs, several potential solutions were proposed by different companies. All the proposed potential solutions can be divided into the following two categories:
Common PDCP entity among different RAN nodes;
Derivation of PDCP SN based on SN assigned by UPF.
For the solution of common PDCP entity among different RAN nodes, it is suggested to limit the lossless handover to some specific scenarios, i.e, the lossless handover only applies to specific area where several RAN nodes reside in. There are also two variations as depicted in Figure 1:

Option 1: An anchor gNB is defined with PDCP count value assignment function and the PDCP PDUs are then forwarded to the neighbouring RAN nodes in a DC like manner [3].
Option 2: A common gNB-CU-UP is owned by multiple gNBs to enable PDCP SN consistency among different gNBs [4].
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Figure 1. Two options of common PDCP entity

However, the above solutions are only trying to reduce the scope of the issue, which requires specific deployment limitation. Moreover, specific impacts in CP are still expected to enable different gNBs use the same mapping between QoS flows and DRBs for a MBS session.

Observation 1: Common PDCP entity among different RAN nodes has a limitation to network deployment.

For the solution of derivation of PDCP SN based on SN assigned by UPF, compared to the solution of common PDCP entity among different RAN nodes, it has no restrictions on the deployment of gNBs. This solution try to keep the PDCP SN assigned by requiring the gNB to use the current CN SN of the packet as the PDCP SN, which is easy to implement. And if we have to realize PDCP SN sync between gNBs for lossless transmission, it may a considerable solution for DL PDCP SN synchronized and continuous between gNBs.

According to the proposal of different companies in RAN3#111-e, it can be further divided into the following two sub-categories:
PDCP SN is assigned according to the SN in the GTP-U header of MBS packet sending from UPF to gNB. SN in the GTP-U header is per tunnel.


PDCP SN is assigned according to QFI SN of MBS packet sending from UPF to gNB. QFI SN is per QoS flow. 

In our opinion, both option A and option B restrict the flexibility of the Qos flow<->MRB mapping rules. To be specific, option A requires all QoS flows associated with a MBS session are mapped to a single MRB. And option B requires each QoS flow in the MBS session is mapped to a MRB with one-to-one mapping. However, if we have to choose one from them to realize PDCP SN sync between gNBs for lossless transmission, we would choose option A. From the perspective of engineering implementation, option A is more simple and friendly to the gNB. Option B requires gNB to setup a MRB for each MBS session flow, if there are many MBS sessions and each MBS session contains a lost of flows, the gNB will setup a lot MRBs at the same time, which increases the complexity of implementation and has higher requirements to the gNB. Thus, we suggest to use the option A solution, which means PDCP SN is assigned according to the SN in the GTP-U header of MBS packet sending from UPF to gNB. SN in the GTP-U header is per tunnel.

Observation 2: Derivation of PDCP SN based on SN assigned by UPF has a limitation on MBS bearer mapping.

Proposal 1: If we have to realize PDCP SN sync between gNBs for lossless transmission, it is suggested that the PDCP SN is assigned according to the SN in the GTP-U header of MBS packet sending from UPF to gNB. 
Data forwarding
During RAN2#112-e meeting, the following agreements for data forwarding have been reached.
	From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.


During inter-gNB handover procedures in NR MBS, data forwarding may be needed to support lossless transmission.  For mobility between MBS supporting nodes, UPF may send MBS traffic to different gNBs which may have different transmission rate on Uu interface. If the target MBS transmission is ahead of source transmission during handover procedure, data forwarding is necessary to reduce the data loss during the mobility. Thus, how to let the source gNB or the target gNB know the different transmission status/buffer status and how to perform data forwarding should be further discussed.
Different transmission/buffer status between source gNB and target gNB
During the RAN3#111-e meeting, most of the companies proposed to exchange “SN status information” between source gNB and target gNB to help source gNB and the target gNB know the different transmission/buffer status of each other. To be specific, the source gNB reports its “SN status information” to target gNB in HO request message, then the target gNB compare it with its own “SN status information” and make the data-forwarding decision if its transmission is ahead of the source. Corresponding, the target gNB provides data-forwarding TNL information as well as “SN status information” to the source gNB in HO acknowledge message. With the “SN status information” included in HO acknowledge message, the source gNB can get the transmission/buffer status of target gNB and decide to perform data-forwarding.
Observation 3: By exchanging the“SN status information”between source gNB and target gNB, it is able to help source gNB and the target gNB know the different transmission/buffer status of each other.
Since the “SN status information” is used to help source gNB and target gNB get the transmission/buffer status of each other and make the data-forwarding decision. Then the metrics to reflect the “SN status information” can be further discussed. According to the CB: #75_MBS_Mobility_Supporting, various opinions corresponding to “SN status information” were proposed, e.g., the currently transmitted highest PDCP SN for MBS service, MBS progress, current PDCP SN of each MBS radio bearer transmission status of a MBS session. However, the above metrics may be not so clear. We think the following metric options corresponding to “SN status information” shown in Table 1 can be considered:

Table 1: Metric options corresponding to “SN status information”

	Metrics for “SN status information” 
	Choose for source gNB
	Choose for target gNB
	Reasons

	Highest Received NG-U SN from UPF
	×
	×
	This IE can only reflect the receiving status of CU-UP from UPF, it is not a good choice for deciding data-forwarding.

	Highest transmitted NR PDCP Sequence Number

	√
	×
	This IE is based on CU-UP’s transmission volume on Uu, it reflects how many packets have been transmitted by CU-UP. It may be a good choice for source gNB when UE-based PTM feedback is not supported during mobility.

	Highest successfully delivered NR PDCP Sequence Number

	√
	×
	This IE is based on UE’s feedback on Uu, it reflects how many packets have been successfully received by UE. It is a good choice for source gNB when supporting UE PTM feedback during mobility.

	Lowest buffered NR PDCP Sequence Number 
	×
	√
	 It is a good choice reflect the  target gNB’s buffer status


As analyzed above, for the source gNB, the“Highest transmitted NR PDCP Sequence Number/Highest successfully delivered NR PDCP Sequence Number”can be a good choice to reflect its transmission status. With this information included in the HO request message, the target gNB can get the different transmission status between the source and itself, then make the data-forwarding decision. And for the target gNB, the “Lowest buffered NR PDCP Sequence Number ” can be a good choice to reflect its buffer status. With this information included in the HO acknowledge message, the source gNB can get the information of target buffer to decide the end-marker for data-forwarding.
Proposal 2: In order to support lossless mobility in NR MBS, it is suggested to include “Highest transmitted NR PDCP Sequence Number/Highest successfully delivered NR PDCP Sequence Number”  in Handover request message and “Lowest buffered NR PDCP Sequence Number ” in Handover acknowledge message.
Data forwarding during lossless mobility(decide the start packet and end packet)
To discuss the data forwarding procedure in NR MBS, we can take the following Data forwarding in MBS supporting mobility procedure illustrated in Figure 2 as baseline. In Figure 2, the case 1 is MBS supporting mobility procedure without UE feedback scenario, and the case 2 is MBS supporting mobility procedure with UE feedback scenario.
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Case 1: MBS supporting mobility procedure without UE feedback scenario
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Case 2: MBS supporting mobility procedure with UE feedback scenario
Figure 2. Data forwarding in MBS supporting mobility procedure
Basic procedure:

1) The source gNB sends HO request message which includes the Highest transmitted PDCP SN/Highest successfully delivered NR PDCP Sequence Number to the target gNB. For example, the Highest transmitted PDCP SN is 50 in case1, and the highest successfully delivered PDCP SN is 45 in case2;

2) The target gNB sends HO acknowledge message which includes the Lowest buffered PDCP SN to the source gNB. For example, the Lowest buffered PDCP SN is 100. Then the target gNB decides data forwarding and provides the corresponding DL TNL information to source gNB. Meanwhile, the target gNB starts to buffer packets for handover UE from PDCP SN =100;

3) The source gNB decides to perform data forwarding with considering its transmission status and the target gNB’s buffer status in case 1, or perform data forwarding with considering the UE’s reception feedback and the target gNB’s buffer status in case 2. For example, the Highest transmitted PDCP SN of source is 50 and the Lowest buffered PDCP SN of target is 100 in case 1. In this case, the source gNB will decide the first packet for data forwarding as 50, and the last packet for data forwarding as 100. For case 2, the Highest successfully delivered PDCP SN to UE of source is 45 and the Lowest buffered PDCP SN of target is 100, in this case, the source gNB will decide the first packet for data forwarding as 45, and the last packet for data forwarding as 100. 
4) The source gNB send SN STATUS TRANSFER and perform data forwarding to target gNB.

Based on the basic procedure analyzed above, if the data-forwarding is necessary during lossless mobility, the source gNB is able to decide the start packet and end packet of data-forwarding based on the source gNB’s transmission status, the UE’s reception feedback and the target gNB’s buffer status.
Proposal 3: If the data-forwarding is necessary during lossless mobility, it is suggested the source gNB decides the start packet and end packet of data-forwarding based on the source gNB’s transmission status, the UE’s reception feedback and the target gNB’s buffer status.
Other impacts of data forwarding
From the above analysis, we can see that in order to support data forwarding for lossless mobility in NR MBS. It is suggested both the source gNB and target gNB exchange its SN status information on Xn interface. To be specific, the “Highest transmitted NR PDCP Sequence Number/Highest successfully delivered NR PDCP Sequence Number ” contained in HO request message and the “Lowest buffered NR PDCP Sequence Number” in HO acknowledge message. In this case, two potential specification enhancement may be needed, i.e., the specification enhancement on Xn interface and the specification enhancement on E1 interface. For the Xn interface enhancement, SN status information of gNB should be introduced. And for the E1 interface enhancement, since both source gNB CU-CP and target gNB CU-CP need to get its SN status information, which is from the gNB CU-UP. In NR inter-gNB mobility scenario, the source CU-CP gets UL/DL PDCP status information from CU-UP by Bearer context modification procedure. And then, it send it to the target CU-CP by SN status transfer message. In the end, target CU-CP informs the target CU-UP the UL/DL PDCP status information by Bearer context modification procedure. However, for NR MBS both the source and target CU-CP need to gets DL PDCP status information from CU-UP to support exchanging SN status information between source gNB and target gNB. Thus the corresponding description and signaling need to be enhanced.

Proposal 4: It is suggested to enhance both Xn and E1 specification to support exchanging SN status information between source gNB and target gNB. The associated TP for Xn enhancement is shown in chapter 5.
Conclusion

In this contribution, we discuss the “DL PDCP SN Synchronization” and “Data forwarding” issues fo inter-gNB Mobility Between MBS Supporting Nodes and we have the following observation and proposals.

Observation 1: Common PDCP entity among different RAN nodes has a limitation to network deployment.

Observation 2: Derivation of PDCP SN based on SN assigned by UPF has a limitation on MBS bearer mapping.

Proposal 1: If we have to realize PDCP SN sync between gNBs for lossless transmission, it is suggested that the PDCP SN is assigned according to the SN in the GTP-U header of MBS packet sending from UPF to gNB. 
Observation 3: By exchanging the“SN status information”between source gNB and target gNB, it is able to help source gNB and the target gNB know the different transmission/buffer status of each other.
Proposal 2: In order to support lossless mobility in NR MBS, it is suggested to include “Highest transmitted NR PDCP Sequence Number/Highest successfully delivered NR PDCP Sequence Number”  in Handover request message and “Lowest buffered NR PDCP Sequence Number ” in Handover acknowledge message.
Proposal 3: If the data-forwarding is necessary during lossless mobility, it is suggested the source gNB decides the start packet and end packet of data-forwarding based on the source gNB’s transmission status, the UE’s reception feedback and the target gNB’s buffer status.
Proposal 4: It is suggested to enhance both Xn and E1 specification to support exchanging SN status information between source gNB and target gNB. The associated TP for Xn enhancement is shown in chapter 5.
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 TP for BL CR 38.423 (TP for lossless HO between MBS supporting gNBs)
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>

9.2.1.1
PDU Session Resources To Be Setup List

This IE contains PDU session resource related information used at UE context transfer between NG-RAN nodes.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resources To Be Setup List
	
	1
	
	
	–
	

	>PDU Session Resources To Be Setup Item
	
	1 .. <maxnoof PDU sessions >
	
	
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>S-NSSAI
	M
	
	9.2.3.21
	
	–
	

	>>PDU Session Resource Aggregate Maximum Bitrate
	O
	
	PDU Session Aggregate Maximum Bit Rate

9.2.3.69
	This IE shall be present when at least one Non-GBR QoS Flow has been setup.
	–
	

	>>UL NG-U UP TNL Information at UPF 
	M
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	–
	

	>>Source DL NG-U TNL Information
	O
	
	UP Transport Layer Information 9.2.3.30
	Indicates the possibility to keep the NG-U GTP-U tunnel termination point at the target NG-RAN node.
	–
	

	>>Security Indication
	O
	
	9.2.3.52
	
	–
	

	>>PDU Session Type
	M
	
	9.2.3.19
	
	–
	

	>>Network Instance
	O
	
	9.2.3.85
	This IE is ignored if the Common Network Instance IE is present.
	–
	

	>>QoS Flows To Be Setup List
	
	1
	
	
	–
	

	>>>QoS Flows To Be Setup Item
	
	1 .. <maxnoofQoSFlows>
	
	
	–
	

	>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	>>>>QoS Flow Level QoS Parameters 
	M
	
	9.2.3.5
	
	–
	

	>>>>E-RAB ID
	O
	
	INTEGER (0..15, …)
	
	–
	

	>>>>TSC Traffic Characteristics
	O
	
	9.2.3.114
	
	YES
	ignore

	>>>>Redundant QoS Flow Indicator
	O
	
	9.2.3.118
	
	YES
	ignore

	>>Data Forwarding and Offloading Info from source NG-RAN node
	O
	
	9.2.1.17
	
	–
	

	>>Additional UL NG-U UP TNL Information at UPF List
	O
	
	Additional UP Transport Layer Information 9.2.1.32
	Additional UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	YES
	ignore

	>> Common Network Instance
	O
	
	9.2.3.92
	
	YES
	ignore

	>>Redundant UL NG-U UP TNL Information at UPF 
	O
	
	UP Transport Layer Information 9.2.3.30
	UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs for the redundant transmission
	YES
	ignore

	>>Additional Redundant UL NG-U UP TNL Information at UPF List
	O
	
	Additional UP Transport Layer Information 9.2.1.32
	Additional Redundant UPF endpoint of the NG-U transport bearer. For delivery of UL PDUs
	YES
	ignore

	>>Redundant Common Network Instance
	O
	
	Common Network Instance

9.2.3.92
	
	YES
	ignore

	>>Redundant PDU Session Information
	O
	
	9.2.3.112
	
	YES
	ignore

	>>MBS Session Information List
	O
	
	9.2.3.x1
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.2.1.2
PDU Session Resources Admitted List

This IE contains PDU session resource related information to report success of the establishment of PDU session resources.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session Resources Admitted List
	
	1
	
	
	–
	

	>PDU Session Resources Admitted Item
	
	1..<maxnoofPDUSessions>
	
	
	–
	

	>>PDU Session ID 
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Admitted Info
	M
	
	
	
	–
	

	>>>DL NG-U TNL Information Unchanged
	O
	
	ENUMERATED (True, …)
	Indicates the NG-U tunnels that have been kept unchanged at the target NG-RAN node
	–
	

	>>>QoS Flows Admitted List
	
	1
	
	
	–
	

	>>>>QoS Flows Admitted Item
	
	1..<maxnoofQoSFlows>
	
	
	–
	

	>>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	>>>>>Current QoS Parameters Set Index
	O
	
	9.2.3.103
	Index to the currently fulfilled alternative QoS parameters set.
	YES
	ignore

	>>>QoS Flows not Admitted List
	O
	
	QoS Flow List with Cause

9.2.1.4
	
	–
	

	>>>Data Forwarding Info from target NG-RAN node
	O
	
	9.2.1.16
	
	–
	

	>>>Secondary Data Forwarding Info from target NG-RAN node List
	O
	
	9.2.1.31
	This IE would be present only when the target M-NG-RAN node decide to split a PDU session between MN and SN
	YES
	ignore

	>>MBS Session Information List
	O
	
	9.2.3.x1
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.2.3.x1
MBS Session Information List

This IE contains MBS Session related information for the UE Context.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	MBS Session Information List
	
	1
	
	

	>MBS Session Information Item
	
	1..<maxnoofMBSSessions>
	
	

	>>Global MBS Session ID
	M
	
	
	

	>>TMGI
	M
	
	
	

	>>Associated QoS Flows List
	
	0..1
	
	

	>>>Associated QoS Flows Item
	
	1..<maxnoofQoSFlows>
	
	

	>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	

	>>>>QoS Flow Level QoS Parameters
	M
	
	9.2.3.5
	

	>>MBS SN Status of NG-RAN node
	O
	
	9.2.1.X
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.

	maxnoofMBSSessions
	Maximum no of MBS Sessions a UE may join. Value is FFS


<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

9.2.1.X
MBS SN Status of NG-RAN node

This IE contains information from a source NG-RAN node MBS SN Status information.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	MRBs to QoS Flow Mapping Item
	
	1 .. <maxnoofDRBs>
	
	
	–
	

	>MRB ID
	M
	
	FFS
	
	–
	

	>QoS Flows List
	
	1
	
	
	–
	

	>>QoS Flow Item
	
	1..<maxnoofQoSFlows>
	
	
	–
	

	>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	PDCP SN Status Information
	O
	
	9.2.3.X
	Provide the SN status of the gNB.
	
	


	Range bound
	Explanation

	maxnoofMRBs
	Maximum no. of MRBs allowed towards one UE. Value is 32. 

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is 64.


9.2.3.X PDCP SN Status Information

This IE contains information about PDCP PDU transfer status of a MRB.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDCP Status Transfer DL
	
	1
	
	
	–
	

	>DL COUNT Value
	M
	
	PDCP Count

9.2.3.Y
	PDCP-SN and Hyper Frame Number information for the 

highest transmitted /highest successfully delivered packet for the source gNB, or the lowest buffered packet for the target gNB.
	–
	


9.2.3.Y PDCP Count

This IE include the PDCP Count information.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	>PDCP SN
	M
	
	INTEGER (0 .. ..2PDCP_SN_Size-1)

	The PDCP SN Size is provided in the PDCP Configuration IE.

	>HFN
	M
	
	INTEGER (0 .. 232-PDCP_SN_Size-1)


	The PDCP SN Size is provided in the PDCP Configuration IE.


<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>

3GPP


common CU-UP

PDCP

RLC1

RLC2

CU-CP2

SDAP







CU-CP1

E1

E1





DU1

DU2

F1

F1

anchor gNB

PDCP

RLC1

RLC2

gNB2

SDAP





Xn

option 1

option 2






