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1
Introduction

A Release 17 new study item entitled “Study on enhancement for data collection for NR and EN-DC” was approved in RAN#88 and was updated at RAN#89, which can be found in RP-201620 [1]. 
At last meeting, the high-level principles, definitions and AI framework has been discussed. The TP in R3-207218 which was co-signed by many companies was finally agreed. However, there are still some FFSs need to be further studied and resolved.
Although there is no TU allocated for this SI at RAN3 #111e meeting, the Chairman gives the Rapporteur an opportunity to trigger some discussion in a limited scope for the sake of progress. The offline coordination among the interested companies indicates the most feasible task we could focus on at this meeting could be discussing and clarifying aspects related to the FFSs in AI Functional Framework section of the TR 37.817.
In this paper, we intend to provide some analysis from the rapporteur point of view on these opening issues of AI framework. Hope this could be useful inputs for the potential email discussion during the meeting
2 Discussion
The open points of AI framework are quoted as below, the analysis on the open points will be presented one by one.
------------------------------------------------------quoted from TR 37.817-----------------------------------------------------------
Editor's Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.
------------------------------------------------------------------------------------------------------------------------------------------------

1. AI framework from functionality or from processing point of view
Basically, there are two alternatives for illustration of the AI functional framework, as depicted in Figure 1 and Figure 2,
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Figure 1 Alternative 1: AI framework from functionality point of view (currently captured in the TR 37.817)

[image: image2.emf]Data 

collection

Model training

Model inference

Action

Training data

Inference data

Output

Model 

deployment/

update

Model 

performance

feedback

Performance feedback


Figure 2 Alternative 2: AI framework from processing point of view

The two alternatives do not have much difference in essence. Nevertheless, the advantages of each alternative and the most applicable cases are not the same. In the following table, preliminary comparisons of the two alternatives are given.
	
	Alternative 1
	Alternative 2

	Components
	Functionality of data sources, model training host, model inference host, actor and subject of action
	Processing of data collection, model training, model inference and action

	Advantages
	· Functionality of each component of the AI framework is clear
· Easy to identify the information exchange among the functionalities and easy to map the different functionality to the NG-RAN architecture
	· Call flows and procedures are clear
· Easy to identify the steps and inputs and outputs of each step

	Most applicable scenarios
	Studies on the architecture and signalling impact
	Studies on the AI lifecycle management


Since the two alternatives do not differ two much, if we cannot reach consensus at this stage, we could keep the current alternative as in the TR and refine it at later stage when we found it is not suitable for use case and solution description.
Observation 1: The two alternatives are the same in essence, only some difference in terms of components and applicable scenarios
Proposal 1: Further study and evaluate the two alternatives at RAN3#111e. 
2. Whether Actor and Subject of action should be in one box or separate
The answer to this question depends on what we intend to use the AI framework for. The output of ML model inference could be the predicted metric/parameters or the decision/policy. In the later case, the model inference and actor serves for the same purpose, while in the former case, the predicted parameters from model inference are used to assist the actor to make a decision or produce a policy. The decision or policy is conveyed to the node subject of action for enforcement. Sometimes, the specific node which is subject to the action may be not the same as the node hosting the actor. 
Take AI enabled load balancing for example, gNB acquires the trained model from OAM which is responsible for offline training, it performs the model inference based on the current load status and generates the predicted load information. This predicted load information is exchanges with neighbouring gNBs. Based the information exchanged, the gNB decides to adjust the mobility setting changes and send the suggested changes to the neighbouring gNBs for actions. In this case, the logical node hosting the actor and the subject of action are different.   
Therefore, for the purpose of easy identifying the signalling exchange between network nodes, the separation of actor and subject of action seems to be beneficial.
Observation 2: For the purpose of mapping of AI functions to the NG-RAN architecture and easily identifying the signalling exchange between network nodes, the separation of actor and subject of action seems to be beneficial.

Proposal 2: We could keep the actor and subject of actions in separate box at current stage.
3. Whether feedback from action to data sources is performance feedback or model performance feedback
For the feedback from the model inference host to model training host, currently it is called model performance feedback. ML inference is a process of using a trained ML model to make a prediction or guide the decision based on collected inference data and ML model. The output can be feedback to the model training host to verify the performance of the ML model and in turn help the model training host to improve or re-select the ML model. So the name “Model performance feedback” is appropriate.

While for the feedback from action to the data sources, the network performance after taking the ML enabled action could be largely improved, degraded or even without any change. The network performance in terms of counts, e.g., PRB utilization, DL/UL throughput and latency, etc can be monitored and feedback to the data source as new inputs for subsequent training and inference.

Basically, the content and usage of the two kinds of feedback is different, so it is beneficial to distinguish the two. 
Observation 3：It is beneficial to distinguish the feedback between action and data source from the feedback between model inference and model training.

Proposal 3: Use “performance feedback” for the feedback from the action to data source.
4. Whether feedback from action to model training host is needed
ML Training is an online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference. The ML model could be updated or re-trained based on the performance feedback from action. So the performance feedback from action to the model training is also needed. Nevertheless, as discussed above, we have introduced the performance feedback from action to data source, so two solutions can allow the model training host to get the feedback.
· Solution 1: Model training host gets the performance feedback commonly from the data source

· Solution 2: Model training host gets the performance feedback directly from the action

In practical deployment, the data source could comprise UE, gNB-DU, gNB-CU, OAM, etc, and the node which is subject of action could also be the above network elements, so from this point of view, a performance feedback from action to data source seems enough.
Proposal 4: Feedback from action to model training host is not needed
Proposal 5: At RAN3 #111e meeting, based on above analysis an email discussion is assigned to resolve the remaining FFSs.
3 Conclusion
In this paper, we provide some analysis from the rapporteur point of view on these opening issues of AI framework. The following observations and proposals are made,
Observation 1: The two alternatives are the same in essence, only some difference in terms of components and applicable scenarios
Observation 2: For the purpose of mapping of AI functions to the NG-RAN architecture and easily identifying the signalling exchange between network nodes, the separation of actor and subject of action seems to be beneficial.
Observation 3：It is beneficial to distinguish the feedback between action and data source from the feedback between model inference and model training.

Proposal 1: Further study and evaluate the two alternatives at RAN3#111e. 
Proposal 2: We could keep the actor and subject of actions in separate box at current stage.

Proposal 3: Use “performance feedback” for the feedback from the action to data source.
Proposal 4: Feedback from action to model training host is not needed
Proposal 5: At RAN3 #111e meeting, based on above analysis an email discussion is assigned to resolve the remaining FFSs.
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