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Introduction

At the latest 3GPP RAN3#110e meeting, high-level principles and definitions for RAN Intelligence have been discussed. The “TP on high-level principles, definitions and framework for RAN Intelligence” [1] has captured  principles, definitions and functional framework. However, the details for the functional framework for RAN intelligence needs to be further studied:

Editor's Note: the details for the framework below is FFS including whether Actor and Subject of action should be in one box or separate, whether feedback from action to Model training host is needed, the name in each box is from functionality or from processing point of view, the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback and other possible refinement.

In this paper, we further analyze each components of the functional framework and its definition. The corresponding TP is also provided below.  
Discussion

At the latest 3GPP RAN3#110e meeting, there were several issues left on the functional framework as follows:

-whether Actor and Subject of action should be in one box or separate.

-whether feedback from action to Model training host is needed.

-whether the name in each box is from functionality or from processing point of view.

-whether the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback

-other refinement.

2.1 Whether Actor and Subject of action should be in one box or separate.

The framework aims to show the entire the ML operation process for RAN intelligence. The framework should be separated from the RAN architecture (including RAN logical node). Model inference executes the trained model to get the output based on the inference data.  Then, specific policy needs to be generated based on the output. Taking AI-based energy saving as an example, energy saving decision are made based on the load prediction. The load prediction is the output of the Model inference, while the energy saving decision denotes the action. One box is enough to reflect the function of action. In this framework, the process of the AI should be clearly defined, and the place where model training, model inference, data collection and action(involve actor and subject of action) needs to be discussed case by case. 
Proposal 1:  The framework shall be  comprised of four components: Data collection, Model training, Model inference and Action. Actor and Subject of action should be in one box which is named as Action.

Proposal 2: In this framework, the process of the AI should be clearly defined, and the place where model training, model inference, data collection and action(involve actor and subject of action) needs to be discussed case by case.
2.2 Whether the feedback from Subject of action to the Data sources is Performance feedback or Model performance feedback
For the feedback between Model inference and Model training, since Model inference is one component which execute the trained model to get the output based on the inference data, this performance reflects the ML model performance is good or not. If this model performance feedback is not good, ML model needs to be re-selected or re-trained in the Model training component. So feedback between Model training and Model inference is called “Model performance feedback”. Taking AI-based energy saving as an example, the output of the model inference may be the predicted load of the serving cell or neighbour cell.
For the feedback from Action, this feedback reflects the network performance after the Action. After the policy is adopted , the network performance may be optimized/maintained/degraded. Taking AI-based energy saving as an example, the feedback from Action is the KPI of the network. 

We need to distinguish between the performance feedback from Model inference and the feedback from Action. The former feedback represents model performance, the later feedback represents network performance.  Therefore, it is better to name the feedback from action as “Performance feedback”, and differentiate between two types of feedback. 

Proposal 3: The feedback from Action to the Data sources shall be named as “Performance feedback” to differentiate between model perforamnce feedback and newtork preformance feedback. 

2.3 Whether feedback from action to Model training host is needed.

According to the definition of the ML training in [1]:

ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.
Model training is one component that train the ML model offline or online according to different use case, so re-training or updating model is also one part of model training. Model training may be triggered to retrain the ML model when the model performance feedback is not good. Similarly, if the network performance feedback from Action is not good, Model training should also be triggered to retrain the ML model or update the ML model. So there are two choices: one is feedback to the data collection, second is feedback to the model training. The former one represents that the performance feedback could be specific set of data as applicable for use case, and the later one is to trigger the model retraining, as similar as the usage of the model performance feedback from Model inference. 
On the other hand, reinforcement learning, as one of the ML techniques (online training), needs to interact with the network environment during training phase. During training phase, the Agent from reinforcement learning needs to get the Reward from the environment through the action. If the framework should support the reinforcement learning, the performance feedback to the model training is essential. 
Hence, the feedback from action to Model training is needed for re-training or reinforcement learning.

Proposal 4: The feedback from action to Model training is needed for  retraining or reinforcement learning.

Above all, the framework we proposed is shown as follow.  Therefore, in our understanding, the framework is comprised of four components: Data collection, Model training, Model inference and Action.
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Figure 1: AI-enabled RAN Functional Framework

Proposal 4: Agree the corresponding TP is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1:  The framework shall be  comprised of four components: Data collection, Model training, Model inference and Action. Actor and Subject of action should be in one box which is named as Action.

Proposal 2: In this framework, the process of the AI should be clearly defined, and the place where model training, model inference, data collection and action(involve actor and subject of action) needs to be discussed case by case.
Proposal 3: The feedback from Action to the Data sources shall be named as “Performance feedback” to differentiate between model perforamnce feedback and newtork preformance feedback. 

Proposal 4: The feedback from action to Model training is needed for  retraining or reinforcement learning.
Proposal 5: The corresponding TP  is provided below.
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