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Introduction
This paper discusses CP- and UP-based congestion mitigation in IAB networks. 
CP-based congestion mitigation
RAN3 has previously agreed to discuss the information to be reported to the IAB-donor-CU-CP in the congestion indication from an IAB node at the parent side of a congested backhaul link.
In our view, the indication should contain the congested BH RLC channel IDs and corresponding child IDs, or congested BAP Routing IDs.
Proposal 1: An IAB node at the parent side of a congested backhaul link reports to the IAB-donor-CU an indication of which BH RLC channels pertaining to this backhaul link are congested or which BAP routing IDs are congested.
Proposal 2: Use the proposal for TS 38.473 in the Annex as a baseline for CP-based congestion indication work.
UP-based congestion mitigation
This section discusses downlink end-to-end flow control in IAB and proposes a baseline approach for the normative work. 
F1-U flow control and the IAB-specific requirements
The IAB-DU encompasses a full F1 stack for both CP and UP [1]. Therefore, the F1-U flow control (FC) is considered as a baseline for FC in IAB networks. 
The legacy F1-U is using services of the transport network layer (TNL) in order to allow FC of user data packets transferred from the node hosting the NR PDCP (CU-UP in the case of CU-DU split) to the corresponding node (the DU in the case of CU-DU split). The F1-U protocol data is conveyed by GTP-U protocol, by means of the RAN Container GTP-U extension header defined in [2]. The GTP-U protocol over UDP/IP serves as the TNL for data streams on the F1 interface. 
In the IAB context, the NR F1-U FC is executed end-to-end (e2e) between the IAB-donor CU-UP and the access IAB-node, regardless of whether the access IAB-node and the IAB-donor-CU are one or several hops apart. On the other hand, during the SI phase it was argued that certain enhancements to the F1-U FC may be necessary in order to accommodate the needs of IAB FC. In particular, it was argued that (e2e) F1-U FC may be slow in reacting to fast and short-lived queue build-ups on individual links, and that enhancements to the legacy F1-U FC may be necessary. The slow reaction was assumed to be the consequence of the following: 
· In legacy F1-U FC, the information provided to the IAB-donor CU by an IAB-node concerns only the bearers for the UEs that are being directly served by that IAB-node.  For example, in Figure 1, the downlink delivery status (DDDS) sent from IAB2 to the IAB-Donor CU would contain info only about the data flows destined to UE2_1 and UE2_2. This is because the data that is intended for the UEs of the descendant IAB-nodes (also the descendants of these IAB-nodes and so on) is simply passed further on, via the BAP layer and will therefore not be reflected in the DDDS. The problem with the above is that queue build-up at this IAB-node (which aggregates the user traffic of subordinate IAB-nodes towards the IAB-donor) may be caused by the transiting traffic (i.e. traffic flows not destined to UE2_1 and UE2_2), which is not reflected in the DDDS from IAB2. It is this multiplexing function of the IAB-node that cannot be regulated by the existing F1-U methods. For example, DDDS from IAB2 will not take into account the information related to the traffic destined to UE3_1. If the CU receiving DDDS from IAB2 notices a throughput or packet drop on the flows destined at UE2_1 and UE2_2, it may throttle the traffic of the two UEs. This may not solve the queue build-up problem at IAB2 if the two UEs were not the cause of it.
· During the SI it was also argued that the existing F1-U e2e FC scheme to IAB has no means of pinpointing where exactly the problem is occurring in a multi-hop setting. The problem could have been in any of the intermediate nodes, but what the IAB-donor CU will see is that the throughput for those bearers has dropped and will throttle them. For example, a delivery status report from IAB6 indicating loss of throughput will not be useful to identify if the problem is in the hop between IAB1 and IAB2, or IAB2 and IAB4 or IAB4 and IAB6 and/or which UEs/bearers are the cause of the problem.
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Figure 1: Example multi-hop scenario for end-to-end flow control
The purpose of IAB flow control
Flow control is often mistaken for congestion control. Namely, congestion control refers to mechanisms invoked after congestion has occurred, while the aim of FC is to keep the buffers on a path small enough to avoid queue build-up. Moreover, the FC mechanism must also ‘constantly fill the pipe’ with packets, to ensure an efficient use of resources. In other words, FC is not about reactive handling overflows at intermediate IAB-nodes on a path, but rather about ensuring that the queues in the intermediate nodes do not grow. Hence, the IAB FC solution should prevent the congestion from occurring at the first place, by preventing the buffer queues at intermediate IAB-nodes to grow large.
One possible use case for F1-U FC could be performance improvement for split bearers in the case of DC, e.g. by trying to keep the delay the same on both paths to avoid that the receiver needs to perform too much re-ordering, which would increase the overall delay and buffering requirements. 
Observation 1: The IAB flow control mechanism should prevent the congestion from occurring at the first place, by preventing the buffer queues at intermediate IAB-nodes to grow large.
The proposed downlink end-to-end flow control approach
From the above it follows that the essential drawback of applying the current F1-U FC to IAB is that e2e flows that are not causing queue build-up on an IAB-node may be throttled. To address the above concern, it is necessary to accurately indicate to the IAB-donor CU which e2e data flows are contributing to the queue build-up. 
Observation 2: In the context of flow control in multi-hop IAB networks, it is crucial to throttle only the end-to-end flows that are contributing to the queue build-up, rather than throttling all end-to-end flows traversing or terminating at the IAB-node.
Packet marking
The key challenge in that respect is how to accurately mark the appropriate e2e flows. A straightforward solution may be to introduce packet marking at intermediate nodes, which is a concept known from Data Center (DC) technology [3]. Packet marking is introduced in Data Center TCP to tackle the incast problems, where several nodes send large amounts of traffic at the same time, making it possible to react on very short queue delays. 
Applied to the IAB context, if an egress packet has experienced a queuing delay exceeding some predefined threshold, the node in question can set an excess delay flag in the next egress packet. The marked packet would travel all the way to its destination IAB-node, which could then feed back this information to the IAB-donor CU, indicating on which flow(s) the queue build-up has occurred or is likely to occur. The IAB-donor CU can then throttle the flows pertaining to the marked packets. A single bit in the BAP header may be sufficient for the marking.
The egress queuing delay threshold for triggering the packet marking can be configurable. However, setting a threshold significantly lower than a typical queuing delay experienced at congestion seems plausible. Namely, setting a low threshold implies keeping the buffer fill rate at a low level, thus reducing the probability of sudden queue build-up. 
It should be clear that marking is not a separate FC mechanism, but that it is rather an enhancement to the legacy F1-U FC. The enhancement consists of packet marking in the BAP layer header and reporting to the CU that the packet was delayed on the way. The proposal is complementary to the legacy F1-U FC, which focuses on delivery status on the radio link to the UE (as explained in Section 2.1), while packet marking tackles queue build-up on intermediate hops. The proposal is to introduce packet marking, while it is up to the node implementation how to react to queue build-up. 
Observation 3: Packet marking at intermediate hops could be introduced as a complement to the existing F1-U flow control mechanism. Packet marking could be implemented in the BAP layer header.
The F1-U FC complemented with packet marking would be able to handle both short- and long-term queue build-up. Handling of long-term queue build-up is inherent to the F1-U e2e component, while packet marking handles short-term queue build-up. In fact, keeping the packet marking threshold such that queues at nodes are kept short will likely prevent short-term queue build-up from occurring. In other words, the proposed approach ensures that both short- and long-term queue build-up is handled by slowing down the traffic at the source (i.e. IAB-Donor), thanks to packet marking, which provides an indication to the IAB-donor that there is a queue build-up somewhere on the path. 
Observation 4: Setting the packet marking (i.e. queuing delay) threshold low in the proposed approach reduces the risk of buffer overflow in intermediate nodes and enables an early indication for the IAB-Donor CU to throttle the traffic.
Packet-marking solution solves queue build-up occurs naturally because the nodes behind links that are not suffering from queue build-up, even if they share one or more links on paths leading to/via these nodes, will not have their packets marked. Only those users that are marked need to slow down e2e. Furthermore, packet marking combined with F1-U e2e FC makes it possible to bring an educated centralized decision where the CU has a full overview of queue build-up situation on all its affiliated paths.
[bookmark: _Hlk535417001]The proposed DL packet marking mechanism does not explicitly indicate where exactly (i.e. on which link) the queue build-up has occurred. However, the lack of exact pinpointing does not affect the performance of the proposed solution. Namely, the IAB-node with queuing delay exceeding the threshold will mark the packets, meaning that only the packet flows affected by that link will be marked. The final IAB-node will report that to the CU which will throttle only the flows that the marked packets belong to. The packet-marking scheme inherently adjusts to the bottleneck, since the bottleneck will cause the marking. In other words, it is only important to know which flows are experiencing queue build-up, rather than which individual link is likely to become congested. 
Observation 5: Packet marking combined with F1-U end-to-end flow control enables throttling only the flows that the marked packets belong to. The proposal enables bringing an educated centralized decision and traffic throttling at source, where the CU has a full overview of queue build-up situation on all its affiliated paths.
Packet marking keeps the FC in the hands of the end points, while providing the end points with an early queue build-up indication, thus keeping the packet levels in buffers low and enabling a faster reaction to local queue build-up problems.
DDDS feedback content
Reporting from the final IAB-node to the IAB-donor CU can be done at regular intervals (e.g. every few milliseconds). In line with the legacy TS 38.425, the reporting should be from the access node and per UE DRB. In our view, the most relevant feedback information is the fraction of marked bytes, since PDCP PDUs may be of different sizes. If the access IAB-DU feeds back to the IAB-donor CU-UP the number of marked bytes since the last report, the IAB-donor CU-UP can, by comparing the number of marked bytes with the number of bytes sent downstream since the last report, conclude whether and how much to slow down the transmission for the flow in question. Furthermore, it seems beneficial that the number is cumulative i.e. monotonically increasing, to counteract the situation where a DDDS is lost.
Based on the discussion above, it is proposed to adopt marking at intermediate hops and DDDS feedback containing the number of marked bytes as the baseline solution for IAB flow control
Proposal 2: Adopt BAP layer packet marking at intermediate hops and DDDS feedback containing the number of marked bytes as the baseline solution for IAB flow control.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses DL end-to-end flow control in IAB networks. The following observations are made:
Observation 1: The IAB flow control mechanism should prevent the congestion from occurring at the first place, by preventing the buffer queues at intermediate IAB-nodes to grow large.
Observation 2: In the context of flow control in multi-hop IAB networks, it is crucial to throttle only the end-to-end flows that are contributing to the queue build-up, rather than throttling all end-to-end flows traversing or terminating at the IAB-node.
Observation 3: Packet marking at intermediate hops could be introduced as a complement to the existing F1-U flow control mechanism. Packet marking could be implemented in the BAP layer header.
Observation 4: Setting the packet marking (i.e. queuing delay) threshold low in the proposed approach reduces the risk of buffer overflow in intermediate nodes and enables an early indication for the IAB-donor CU to throttle the traffic.
Observation 5: Packet marking combined with F1-U end-to-end flow control enables throttling only the flows that the marked packets belong to. The proposal enables bringing an educated centralized decision and traffic throttling at source, where the CU has a full overview of queue build-up situation on all its affiliated paths.
Based on the observations, the following is proposed:
Proposal 1: An IAB node at the parent side of a congested backhaul link reports to the IAB-donor-CU an indication of which BH RLC channels pertaining to this backhaul link are congested or which BAP routing IDs are congested.
Proposal 2: Use the proposal for TS 38.473 in the Annex as a baseline for CP-based congestion indication work.
Proposal 3: Adopt BAP layer packet marking at intermediate hops and DDDS feedback containing the number of marked bytes as the baseline solution for IAB flow control.
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[bookmark: _Toc20955759][bookmark: _Toc29892853][bookmark: _Toc36556790][bookmark: _Toc45832166][bookmark: _Toc51763346][bookmark: _Toc52131684][bookmark: _GoBack]8.2.7	gNB-DU Status Indication
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The purpose of the gNB-DU Status Indication procedure is informing the gNB-CU that the gNB-DU is overloaded so that overload reduction actions can be applied. The procedure uses non-UE associated signalling.
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Figure 8.2.7.2-1: gNB-DU Status Indication procedure
If the gNB-DU Overload Information IE in the GNB-DU STATUS INDICATION message indicates that the gNB-DU is overloaded, the gNB-CU shall apply overload reduction actions until informed, with a new GNB-DU STATUS INDICATION message, that the overload situation has ceased.
The detailed overload reduction policy is up to gNB-CU implementation.
If the Congestion Indication Type IE is contained in the GNB-DU STATUS INDICATION message, the gNB-CU shall apply measures for congestion mitigation on BH RLC channels or BAP routing IDs contained therein. 
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Void.
-------------------------------------------Change 2-------------------------------------------


[bookmark: _Toc20955867][bookmark: _Toc29892979][bookmark: _Toc36556916][bookmark: _Toc45832343][bookmark: _Toc51763596][bookmark: _Toc52131934]9.2.1.15	GNB-DU STATUS INDICATION
This message is sent by the gNB-DU to indicate to the gNB-CU its status of overload.
Direction: gNB-DU  gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	Transaction ID
	M
	
	9.3.1.23
	
	YES
	reject

	gNB-DU Overload Information
	M
	
	ENUMERATED (overloaded, not-overloaded)
	
	YES
	reject

	CHOICE Congestion Indication Type
	O
	
	
	
	YES
	reject

	>BAP Routing ID-based
	
	
	
	
	-
	-s

	>>Congested BAP Routing ID List
	
	0..1
	
	
	YES
	reject

	>>> Congested BAP Routing ID List Item
	
	1 .. <maxnoofCongBAPRoutingIDs>
	
	
	EACH
	reject

	>>>>BAP Routing ID
	M
	
	9.3.1.110
	
	-
	-

	>BH-RLC Channel-based
	
	
	
	
	-
	-

	>>Congested BH RLC Channel List
	
	0..1
	
	
	YES
	reject

	>>> Congested BH RLC Channel List Item
	
	1 .. <maxnoofChildIABNodes>
	
	
	EACH
	reject

	>>>>gNB-CU UE F1AP ID
	M 
	
	9.3.1.4
	
	-
	-

	>>>>gNB-DU UE F1AP ID 
	O
	
	9.3.1.5
	
	-
	-

	>>>>BH RLC CH ID
	M
	
	9.3.1.113
	
	-
	-



	Range bound
	Explanation

	maxnoofChildIABNodes
	Maximum number of child nodes served by an IAB-DU or IAB-donor-DU. Value is 1024.




-------------------------------------------End of changes-------------------------------------------
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