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Introduction
During RAN3#110-e meeting, IAB congestion mitigation was discussed and the following agreements were reached [1].
	An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.

So far the following solutions for IAB DL end-to-end flow control are on the table:

-
Highest PDCP SN received from parent node;

-
Bitmap of PDUs transmitted to lower layers out of sequence;

-
Packet marking;

-
Received volume and Receiving data rate.

- “do nothing” option, i.e. use current DDDS as it is




In this contribution, we will discuss the remaining issues on IAB congestion mitigation and give our proposals. 
Discussion
According to RAN3#110-e meeting, the following IAB DL end-to-end UP-based flow control enhancement solutions were proposed and which one would be selected should be further discussed. In the following context, we will analyze them one by one.
Highest PDCP SN received from parent node;

Bitmap of PDUs transmitted to lower layers out of sequence;

Packet marking;

Received volume and Receiving data rate;

“do nothing” option, i.e. use current DDDS as it is.

Highest PDCP SN received from parent node & Received volume and Receiving data rate
Both “Highest PDCP SN received from parent node” and ”Received volume and Receiving data rate” solutions are aim at reporting the receiving status of the access IAB-node to Donor CU-UP[2][3]. By this information, IAB donor CU-UP can compare the sending status of itself and the receiving status of access IAB-node to determine whether there is a potential DL congestion between IAB donor CU-UP and access IAB node. In current TS38.425, for RLC AM, DU will report “Highest successfully delivered NR PDCP Sequence Number”, “Number of successfully delivered out of sequence PDCP Sequence Number range” and ”Desired buffer size for the data radio bearer” to CU-UP. By this information, CU-UP can roughly calculate the total amount of received data by DU based on its rending amount. In addition, for RLC UM, DU will report “Highest transmitted NR PDCP Sequence Number” to CU-UP which represents the receiving amount of DU. We can see that content included in the current DDDS is able to reflect the receiving amount of DU. So, it is unnecessary to report the “Highest PDCP SN received from parent node” and ”Received volume and Receiving data rate” to CU-UP.
Observation 1: The solution of  reporting ”Highest PDCP SN received from parent node”  and ”Received volume and Receiving data rate” is unnecessary since the content included in the current DDDS is able to reflect the receiving amount of DU. 
Packet marking

The “packet marking” solution is that if an egress packet has experienced a queuing delay exceeding some predefined threshold, the node in question can set an excess delay flag in the next egress packet[4]. The marked packet would travel all the way to its destination IAB-node(i.e., access IAB-node), which could then feed back this information to the IAB-donor CU-UP, indicating on which flow(s) the queue build-up has occurred or is likely to occur. The IAB-donor CU-UP can then throttle the flows pertaining to the marked packets. A single bit in the BAP header may be sufficient for the marking.

The solution is helpful on throttling only the end-to-end flows that are contributing to the queue build-up, rather than throttling all end-to-end flows traversing or terminating at the IAB-node. However, it has the following disadvantages.

It may not reflect the real-time congestion because of delay. Since the solution requires that when an egress packet has experienced a queuing delay exceeding some predefined threshold, an IAB-node will mark the next egress packet, and then send the market packets to the next IAB-node until it arrives at access IAB-node.  Only after the access IAB-node gets the congestion information by reading the BAP header of the marketing packets, then it will feedback the congestion information(i.e. , the number of marked bytes) per DRB to IAB-donor CU-UP by DDDS. We can see that the delay is very long from packet marketing to IAB-donor CU-UP get the congestion information. And the status of congested link quality may change during the above reporting procedure. In this case, IAB-donor CU-UP may not be able to make the real-time flow control decision based on the congestion indication.

Unable to unify the egress queuing delay threshold. The solution requires IAB-donor CU-CP to configure the egress queuing delay threshold for every IAB-node. However, the data processing ability or buffer status of each IAB-node may be different, and it may change in real time for different services. Thus, it it difficult for IAB-donor CU-CP to uniformly configure the egress queuing delay threshold for each IAB-node.

Observation 2: “Packet marking” solution may not reflect the real-time congestion, and the delay thresholds may not be uniformly configured.
Bitmap of PDUs transmitted to lower layers out of sequence

In the “Bitmap of PDUs transmitted to lower layers out of sequence” solution[5], the proposer think, for RLC UM bearer, based on the current information included in DDDS(i.e., the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity), CU-UP is not able to know whether the lower-numbered PDCP PDUs than the highest NR PDCP PDU sequence number transmitted to the lower layers have been delivered to the UE or not. However, for RLC AM bearer, CU-UP is available. Since DU may also report the “Number of successfully delivered out of sequence PDCP Sequence Number range” to CU-UP. In this case, the CU-UP knows all the PDCP PDUs sent toward the UE whose successful delivery to the UE is still pending. And CU-UP is able to judge which path is possibly occurring congestion. Thus, they think the “Number of successfully delivered out of sequence PDCP Sequence Number range” should also be extended to RLC UM bearer.
In our opinion, the transmission of RLC UM bearer is not based on ARQ. Thus, after the transmitting IAB-DU send the packet to the lower layer, it will think the packet is successfully delivered to UE on Uu. And the current IE “ the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity” included in DDDS is sufficient to represent the amount of packets that transmitting DU has successfully sent to UE. By this information, CU-UP is able to know the pending PDUs between CU-UP and DU. So we think the enhancement for RLC UM is unnecessary.
Observation3: The enhancement to include “Bitmap of PDUs transmitted to lower layers out of sequence for RLC UM” is unnecessary, since CU-UP is able to know the pending PDUs for RLC UM bearers between CU-UP and DU based on the current DDDS .
“do nothing” option, i.e. use current DDDS as it is
In our understanding, the R16 flow control scheme in NR is sufficient to mitigate the congestion in IAB on user-plane. Actually, Donor-CU-UP is able to obtain the desired buffer size and data rate of DL data transmitted to UE on access link by DDDS. If the desired buffer size and data rate in DDDS is reduced, the Donor-CU-UP can judge that the DL congestion may occur. Hence, it is unnecessary to consider the enhancement to DDDS for IAB UP-based congestion mitigation. And we agree the “do nothing” option, i.e. use current DDDS as it is.
Observation4: The R16-DDDS solution is sufficient for IAB DL end-to-end UP-based flow control.

Proposal 1: It is suggested to choose the 4)“do nothing” option, i.e. use current DDDS as it is for IAB DL end-to-end UP-based flow control.

In addition, CP-based approach for DL congestion mitigation was also discussed in RAN3#110 meeting. It was agreed that an IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP. In our opinion, the CP-based congestion reporting approach allows Donor-CU-CP to get the detailed congestion information from intermediate IAB nodes. Since CU-CP has full control over the IAB topology, it is possible for the CU-CP to re-configure routing path, bearer mapping based on the congestion information. By this way, the DL congestion can be solved. Comparing to the UP-based approach for DL congestion mitigation, CP-based approach may have advantages at solving long-term congestion. For example, if the congested link quality is worse, which may result in RLF, it is workable to take the CP-based approach to solve the problem. On the other hand, since both uplink link and downlink congestion may occur, it is reasonable to consider support DL and UL congestion information to Donor-CU-CP to deal with the long-term congestion. 

Proposal 2: It is suggested to consider support both DL and UL congestion information to Donor-CU-CP to deal with the long-term congestion.
In addition, to support the CP-based congestion mitigation approach, the following related issues need to be discussed:

The content included in the congestion information. In our opinion, the R16 HbH flow control feedback information and DDDS flow control information can also be reused for CP-based congestion mitigation. To be specific, the available/desired buffer size/rate, the congested routing ID/BH RLC CH ID. In addition, the parent IAB-node of a congested backhaul link can also report the congested IAB-node(child-IAB node ID), congested link to Donor CU-CP. 
The granularity of the feedback information. We think the granularity of the feedback information can be per BAP routing ID, per ingress/egress BH RLC CH or per child link.
The F1AP message used to send the congestion information. In current TS38.473, DU can report “GNB-DU STATUS INDICATION” F1AP message to CU which is used to indicate the gNB-DU’s status of overload. In IAB, the flow control feedback information also reflect the status of DU. Thus, it is reasonable to consider report the IAB-associated flow control information to CU-CP by this F1AP message.
Trigger-scheme. Both periodic and threshold-based trigger solution can be supported to support different congestion mitigation scheme.
Proposal 3: It is suggested to consider the content of the congestion information, the granularity of the feedback information, the F1AP message to carry the congestion information, the trigger mechanism of the CP-based congestion mitigation approach.
Conclusion
In this contribution, we mainly discussed the remaining issues on IAB congestion mitigation. And we have the following observations and proposals.

Observation 1: The solution of  reporting ”Highest PDCP SN received from parent node”  and ”Received volume and Receiving data rate” is unnecessary since the content included in the current DDDS is able to reflect the receiving amount of DU. 
Observation 2: “Packet marking” solution may not reflect the real-time congestion, and the delay thresholds may not be uniformly configured.

Observation3: The enhancement to include “Bitmap of PDUs transmitted to lower layers out of sequence for RLC UM” is unnecessary, since CU-UP is able to know the pending PDUs for RLC UM bearers between CU-UP and DU based on the current DDDS .
Observation4: The R16-DDDS solution is sufficient for IAB DL end-to-end UP-based flow control.

Proposal 1: It is suggested to choose the 4)“do nothing” option, i.e. use current DDDS as it is for IAB DL end-to-end UP-based flow control.

Proposal 2: It is suggested to consider support both DL and UL congestion information to Donor-CU-CP to deal with the long-term congestion.
Proposal 3: It is suggested to consider the content of the congestion information, the granularity of the feedback information, the F1AP message to carry the congestion information, the trigger mechanism of the CP-based congestion mitigation approach.
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