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Introduction

In order to evaluate solutions, we propose to split the solutions according to the two main use cases:
· Slice resource shortage: we assume that we define shortage as the fact that dedicated pool is full. The scenario is not questionable as temporary overload can always happen. Also, solutions exist which don’t impact the UE and may or may not impact the CN.

· Slice not available at target: some companies see this scenario applicable or not depending on network planning for the slice. Therefore, some operators may decide on case by case basis whether to have a solution for this scenario. Those operators may then typically be happy by deploying only a solution for slice resource shortage. 
We therefore propose the following way forward:

Proposal 1: partition the evaluation in two parts: select one solution for slice resource shortage (basically scenario 1) and one solution for slice not available at target (scenario 2). 
Solution for Slice Resource Shortage
We should concentrate on solutions for scenario 1.
Then some of the solutions will also be applicable to scenario 6 (no mobility) and scenarios 4,5 DC case.

Evaluation table for slice resource shortage
	
	RAN impact
	CN impact
	O&M Impact
	UE impact
	Effectiveness

	6.2.2.1/6.2.2.2  Xn or NGHO/ target gNB decision
	X
	Minimum
	X
	no
	effective

	6.2.2.3/6.2.8 NGHO/5GC decsion
	NA (5GC doesn’t know load)
	NA
	NA
	NA
	NA

	6.2.2.5 NGHO/ 5GC+ target gNB decision
	X
	high
	X
	no
	Ineffective (5GC step useless as 5GC doesn’t know the load)

	6.2.3/6.2.5 configuration or repartitioning
	X
	no
	X
	no
	effective

	6.2.4 forwarding via source
	X
	TBD
	X
	no
	Effective

	6.2.6 overlapped DC
	no
	no
	no
	no
	Ineffective (requires deployment of redundant resources in overlay cell

	6.2.7 SSC mode 3
	X
	X
	X
	Can have
	Effective


Basically, the solution which has less impact is 6.2.6 with overlay DC. This is due to the fact that this solution is already doable. If there is an overlay cell with resources for the slice, it can be used with DC. However, to make a fair comparison, for this solution to be effective it should require that every cell has such overlay fallback option which is very costly as it is kind of spare resources. 
The solution 6.2.6 doesn’t solve the problem which is to unblock the resource shortage situation when it happens for any cell of slice 1.

For slice resource shortage solutions 6.2.2.3 and 6.2.8 are not applicable since 5GC would not know the target gNB load. During mobility, target gNB is the node to know about the resource situation at target. It seems therefore logical to have the target node taking action.
From the table it appears that there are two applicable types of solutions:
· 6.2.2.1/6.2.2.2 where slice is re-mapped to another slice at target gNB

· 6.2.3/6.2.5 where a repartitioning of the resources in the RAN happens for the slices. 

The two types would apply to scenarios 4, 5 or 6.
Drawback of “re-mapping in gNB” solutions (6.2.2.1/6.2.2.2): 

In this type of solutions, one needs to “duplicate” the slices because a slice is defined end to end. For example, the “fallback slice 2” of slice 1 will need to be defined end to end with different RAN resources but the same CN part as slice 1. 

When RAN resource shortage happens for slice 1, while RAN resources are still ok for slice 2, then slice 1 can be re-mapped to slice 2 and the service can be continued using the RAN resources of slice 2 while keeping the identical CN functions.

However, 

· in this solution the change of slice end to end needs some CN involvement. At a very minimum the RAN should inform the CN about the re-mapping. That is necessary for KPI reasons (e.g. inform CHF).

· The solution also has system impact and need SA2 involvement.

· The solution overall increases the number of slices to be supported in the system (at minimum doubles it).

Drawback of re-partitioning solutions (6.2.3/6.2.5): 

The SA5 model for slice resources is depicted in figure 4.3.36-1 of TS 28.541:
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If slice 1 has slice resource shortage i.e. its dedicated pool of resources is full, then SA5 already allows to define prioritized pool of resources for slice 2. As per definition in TS 28.415:

Priortized resources: means the resources are preferentially used by the associated RRMPolicyMemberList. These resources are guaranteed for use by the associated RRMPolicyMemberList when it needs to use them. When not used, these resources may be used by other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The prioritized resources quota is represented by [rRMPolicyMinRatio-rRMPolicyDedicatedRatio]
From the above definition, we can see that slice 1 could temporarily use the prioritized pool of resources of slice 2 or any available compatible prioritized pool. 
If the resource shortage lasts, external actions can be taken to remedy e.g. re-adjust the RRM policy.

With the above caveats, this solution does not have impact on CN and system and therefore seems preferable, assuming that SA5 validate the above RRM policy.

It is therefore proposed to adopt this re-partitioning solution as working assumption, pending the blessing of SA5.

Proposal 2: for slice resource shortage scenario 1 (and also scenarios 4,5,6) take as working assumption the repartitioning type of solutions (6.2.3/6.2.5) pending the blessing/awaited feedback of SA5.

Proposal 3: capture the evaluation above for the down-selection in section 8 of the TR per TP below.

TP for TR 38.832

6.3 Solution evaluation 

The evaluation criteria are as follows:

· RAN impact

The point here is to analyze RAN impact of the solution (standardization and node behaviour), for example what signalling procedures may be affected and at what extent. 

· Core impact
The point here is to analyze Core impact of the solution (standardization and node behaviour), for example what signalling procedures may be affected and at what extent. Such analysis needs to be carried out together with SA2 and CT groups.
· OAM impact
The point here is to analyze operator and maintenance effort, for example how many network elements (e,g. gNB, NF) should be configured and managed by OAM. Such analysis may need to involve SA5.
· UE Impact

This is to analyse the impact at NAS and AS level on the UE. Such analysis needs to be carried out together with RAN2, SA2 and CT groups.
· Effectiveness of solution 

The point here is to analyse the effectiveness after applying the solution, for example the UE’s service experience after applying the solution.

Editor note: A better definition is needed.
6.3.1
Evaluation of solutions for slice resource shortage
Evaluation table for slice resource shortage

	
	RAN impact
	CN impact
	O&M Impact
	UE impact
	Effectiveness

	6.2.2.1/6.2.2.2  Xn or NGHO/ target gNB decision
	X
	Minimum
	X
	no
	effective

	6.2.2.3/6.2.8 NGHO/5GC
	NA (5GC doesn’t know load)
	NA
	NA
	NA
	NA

	6.2.2.5 NGHO/ 5GC+ target gNB
	X
	high
	X
	no
	Ineffective (5GC step useless as 5GC doesn’t know the load)

	6.2.3/6.2.5 configuration or repartitioning
	X
	no
	X
	no
	effective

	6.2.4 forwarding via source
	X
	TBD
	X
	no
	Effective

	6.2.6 overlapped DC
	no
	no
	no
	no
	Ineffective (requires deployment of redundant resources in overlay cell

	6.2.7 SSC mode 3
	X
	X
	X
	no
	Effective

	
	
	
	
	
	


Basically, the solution which has less impact is 6.2.6 with overlay DC. This is due to the fact that this solution is already doable. If there is an overlay cell with resources for the slice, it can be used with DC. However, to make a fair comparison, for this solution to be effective it should require that every cell has such overlay fallback option which is very costly as it is kind of spare resources. 

The solution 6.2.6 doesn’t solve the problem which is to unblock the resource shortage situation when it happens for any cell of slice 1.

For slice resource shortage solutions 6.2.2.3 and 6.2.8 are not applicable since 5GC would not know the target gNB load. During mobility, target gNB is the node to know about the resource situation at target. It seems therefore logical to have the target node taking action.

From the table it appears that there are two applicable types of solutions:

· 6.2.2.1/6.2.2.2 where slice is re-mapped to another slice at target gNB

· 6.2.3/6.2.5 where a repartitioning of the resources in the RAN happens for the slices. 

The two types would apply to scenarios 4, 5 or 6. They are further evaluated below:

Drawback of “re-mapping in gNB” solutions (6.2.2.1/6.2.2.2): 

In this type of solutions, one needs to “duplicate” the slices because a slice is defined end to end. For example, the fallback slice 2 of slice 1 will need to be defined end to end with different RAN resources but the same CN part as slice 1. 

When RAN resource shortage happens for slice 1, while RAN resources are still ok for slice 2, then slice 1 can be re-mapped to slice 2 and the service can be continued using the RAN resources of slice 2 while keeping the identical CN functions.

However, 

· in this solution the change of slice end to end needs some CN involvement. At a very minimum the RAN should inform the CN about the re-mapping. That is necessary for KPI reasons (e.g. inform CHF).

· The solution also has system impact and need SA2 involvement.

· The solution overall increases the number of slices to be supported in the system (at minimum doubles it).

Drawback of re-partitioning solutions (6.2.3/6.2.5): 

The SA5 model for slice resources is depicted in figure 4.3.36-1 of TS 28.541:
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If slice 1 has slice resource shortage i.e. its dedicated pool of resources is full, then SA5 already allows to define prioritized pool of resources for slice 2. As per definition in TS 28.415:

Priortized resources: means the resources are preferentially used by the associated RRMPolicyMemberList. These resources are guaranteed for use by the associated RRMPolicyMemberList when it needs to use them. When not used, these resources may be used by other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The prioritized resources quota is represented by [rRMPolicyMinRatio-rRMPolicyDedicatedRatio]
From the above definition, we can see that slice 1 could temporarily use the prioritized pool of resources of slice 2 or any available compatible prioritized pool. 

If the resource shortage lasts, external actions can be taken to remedy e.g. re-adjust the RRM policy.

With the above caveats, this solution does not have impact on CN and system and therefore seems preferable, assuming that SA5 validate the above RRM policy.

It is therefore proposed to adopt this re-partitioning solution as working assumption, pending the blessing of SA5.

Conclusion: for slice resource shortage scenario 1 (and also scenarios 4,5,6) take as working assumption the repartitioning type of solutions (6.2.3/6.2.5) pending the blessing/awaited feedback of SA5.
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