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1
Introduction

SA2 came to some conclusions at the last meeting. Those conclusions are captured in the latest available version of TR 23.757 [1]. The consequences of those conclusions for NG interface functions are deduced in the following sections.
2
Discussion

2.1
Observation for basic MBS Session Management related RAN functions 

This chapter collects observations on basic Session Management related RAN functions starting with discussions on the MBS Session model and “converged” architecture as of TR 23.757 [1]
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Figure 8.2.2.2-1: Merged MBMS session model
TR 23.757 [1] contains the MBMS session model captured in the conclusion section, which was used as a basis for discussions along with what SA2 called the “SMF based” solution.

The model itself needs further work and translation for its application for the various system entities, as captured in NOTE 1a in §8.2.2.2 in [1]: The model above needs clarification for its application on UE, 5GC and RAN side, this will be part of normative work.
This MBMS session model needs to be put into relation to the “converged” architecture, agreed as of §8.1 in [1], with the understanding that adaptations to that architecture are still possible and needed. The “converged” architecture is captured in Annex A of [1]. A version of that architecture w/o the service layer entities is depicted below
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Figure A.3.2-1: Reference Architecture (w/o service/application layer entities)
So, let’s try to work out how the “Merged MBMS session model” translates into NG interface functions.

The conclusions in section §8.2 and §A.3 of [1] can be interpreted to define two sets of NG interface functions:

1)
Control of transport for an MBS Session, especially configuring RAN (via AMF) for MBS flows transport, including N3 transport and mobility (see §A.3.3.2 and §A.3.3.5 of [1]). 

-
Involved entities for shared 5GC transport (from NG-RAN point of view): NG-RAN, AMF, MB-SMF and MB-UPF

-
Involved entities for individual 5GC transport (from NG-RAN point of view): NG-RAN, AMF, SMF and UPF

2)
Control for joining an MBS Session. Along agreements in §8.2.2.2 in [1], 
-
The PDU session which is used to send the join is the same as the associated PDU Session which is for 5GC Individual MBS traffic delivery.

-
The AMF shall select an SMF that supports 5MBS for multicast session join during PDU session establishment, which is used for sending join (i.e. handling of join requests for 5MBS and/or fallback to individual delivery).

it can be concluded, that, from an NG-RAN point of view, communication for joining takes place with an SMF, selected by the AMF. With the conclusions that the SMF/MB-SMF based approach (i.e., SMF/MB-SMF handles session management for the UE) for Multicast session is adopted, it can be also concluded, that the NGAP functions for Control of joining an MBS Session can make use of the modified existing NGAP PDU Session Resource Control functions, as using a PDU Session for joining, as concluded, requires the existence of such a PDU Session. Therefore, the control resource which is used for MBS joining is a PDU Session. The same PDU Session is also used to provide information used for 5GC individual MBS traffic delivery.

-
involved control plane entities for joining (from NG-RAN point of view): NG-RAN, AMF, SMF (in a secondary order, MB-SMF and other entities are involved).
Observation 1:
TR 23.757 conclusions result in 2 set of NGAP protocol functions (which further lead to respective protocol functions on other interfaces): Control of Transport for an MBS Session and Control for joining an MBS Session.

Observation 1.1: Control of Transport for an MBS Session supports both, 5GC shared MBS traffic delivery and 5GC individual MBS traffic delivery.

Observation 1.2: Joining an MBS Service is performed via a PDU Session, the same PDU Session that is also used to perform 5GC individual MBS traffic delivery, if this option is enabled.

The concluded relation between these two set of functions, Control of MBS transport and Control for joining an MBS Session can be deduced from the following statements in §8.2.2.2 of TR 23.757 [1]:

-
The 5GC shall be able to reject UE joining to a multicast session when the multicast session will not start soon or has not started.
...
-
The 5GC shall be able to trigger NG-RAN nodes to notify session start/activation of an MBS session to UEs.
...
-
The following bullets apply if MB-UPF detecting multicast data triggers MBS Session deactivation or activation.

NOTE 3:
Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.

-
The MBS Session may be deactivated when the MB-UPF detects no multicast data for a configurable period. When the MBS Session is deactivated by 5GC, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. UEs that have joined that multicast session can become IDLE:

NOTE 4:
Whether the MBS QoS flow need be removed from the MBS Session context is to be decided in normative phase.

-
The MBS Session may be activated when the MB-UPF detects multicast data. When the MBS Session needs to be activated, the MB-UPF sends message to the MB-SMF. When the MB-SMF starts the MBS session activation for establishing the transmission resources, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.

-
The following bullets apply if AF decides to start or stop a multicast session:

NOTE 5:
Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.

-
The MBS Session may be stopped upon AF requests. When the MBS Session is stopped, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. The multicast QoS flow information are removed from the MBS Session context stored at the UE and 5GC NF. UEs that have joined that multicast session can become IDLE.

-
The MBS Session may be activated/started upon AF requests. When the MBS Session needs to be activated/started, the NEF or MBSF sends message to the MB-SMF for establishing the transmission resources. The MB-SMF obtains the related Multicast QoS flow information from PCF. When the MB-SMF restarts the MBS session, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.

From the statements quoted above (UEs rejected from joining, “deactivating/stopping”/”activating/starting” MBS Sessions), it can be seen, that the message flow in Figure 8.2.3-1 of TR 23.757 [1] represents only one specific scenario possible: the UE joins an MBS Session for which MBS traffic delivery is already ongoing. However, there exists also the possibility, that the UE joins an MBS Session for which MBS traffic delivery is not ongoing yet. This might be either due to pauses in between MBS traffic delivery (deactivation/activation of MBS traffic delivery upon MB-UPF or AF request) or due to a pause between the Service/Session Announcement and the actual start of MBS traffic delivery.

Observation 2:
NGAP shall support the following scenarios for MBS capable gNBs: 
2.1) MBS Session exists but no MBS traffic delivery is ongoing in NG-RAN - UEs may join the MBS Session at this point in time.
2.2) MBS Session exists, MBS traffic delivery is ongoing and UEs may join the MBS Session at this point in time. There are sub-scenarios conceivable like the UE being the first to join an MBS Session in the NG-RAN node or the AMF.

TR 23.757 [1] already provides indications of the set of NGAP functions necessary to support those scenarios:

Observation 3:
NGAP shall support the following functions towards MBS capable gNBs: 
3.1) establishment of MBS Session resources in NG-RAN for 5GC shared MBS traffic delivery with notifying UEs that have joined the MBS Session. UEs may be in any CM/RRC state.
3.2) release of MBS Session resources in NG-RAN for 5GC shared MBS traffic delivery

When it comes to details for support of the 5GC individual MBS traffic delivery, let’s have another look at relevant statements in the conclusion section §8.2.2.2 of TR 23.757 [1].
It appears that 23.757 [1] focusses on the to support UE mobility to/from non MBS-capable NG-RAN nodes and to prepare the execution of such mobility by establishing an associated PDU session with associated QoS flows when the UE joins the MBS Session, in fact, as quoted earlier the very same PDU Session is also used to send the join to the 5GC and the associated PDU Session with the associated QoS flows shall be able to be established as early as the joining the MBS Session by the UE happens. Although there is a Editor’s Note in [1] keeping it FFS when and whether to establish or update the associated PDU session for 5GC individual MBS traffic delivery, the timing of when associated QoS flow information is provided for the associated PDU session is clearly defined to be between joining the MBS session and right before mobility to a non supporting NG-RAN node happens. In case of Xn based handover, tying the provision of associated QoS flow information to HO would result in NG signalling as part of Xn HO preparation and therefore delaying execution of Xn HO, while one possibility would be to allow only NG based HO in between supporting and non-supporting gNBs, which would clearly limit mobility performance. 

In case of homogenous support of MBS (at least within a certain area), associated QoS flow information does not need to be provided at all.
Further, it can be also concluded, that design of NGAP signalling for provision of associated QoS flow information and joining information has to use existing NGAP PDU Session Resource control, as providing 5GC individual MBS traffic delivery in non-supporting gNBs has to work based on pre-Release 17 NGAP PDU Session resource management, and such would not work along with existing functional principles for (Xn/NG) handover that does not foresee to establish a PDU Session at the target gNB in the course of an (Xn/NG) handover.
Observation 4:
NGAP shall support the following functions towards MBS capable gNBs: 
4.1) within the same PDU session control data that is used to join the MBS Session, associated QoS flow information is provided to enable mobility to non MBS-capable gNBs during an ongoing MBS session.
4.2) the associated QoS flow information may be provided right at joining or any time (preferably well) before mobility to non-MBS capable gNBs takes place 
4.3) the associated QoS flow information is not needed at all in case of homogenous support of MBS.
4.4) conclusions on joining and provision of associated QoS flow information to take place along signalling for the same PDU Session requires information for both, joining and associated QoS flow to be added to existing PDU Session resource signalling in NGAP, requiring a “backwards compatible” signalling solution.
Like for MBS capable gNBs observation 3 summarises the establishment of RAN resources for 5GC shared MBS traffic delivery and observation 2 summarises the time-wise interaction between joining and establishment of RAN resources for 5GC shared MBS traffic delivery, TR 23.757 [1] does not contain explicit statements w.r.t. non-MBS capable gNBs.

Joining an MBS service for a UE currently served by a non-MBS capable gNB may be seen as being out of scope for discussions in RAN. It can be assumed, that at least the 5GC would need to support MBS homogeneously in order to maintain the joining state of UEs on Session Management level while the UE moves across areas served by MBS supporting gNBs and non-MBS supporting gNBs, and, moreover, support switching between 5GC shared MBS traffic delivery in MBS supporting gNBs and 5GC individual MBS traffic delivery in non-MBS supporting gNBs. It should be discussed whether joining shall be supported via non-MBS supporting gNBs. Joining is triggered and handled at NAS level and, dependent on further SA2 discussions, it might be possible that even w/o RAN support of MBS the UE is allowed to successfully perform joining.

However, one might also argue that 5GS should be able to restrict joining MBS sessions outside the RAN support area of MBS, which would require capability indications to be provide in SIB, and, if such support should be controllable by the 5GS, respective indication on NAS. In any case, SA2 and RAN2 should be consulted.
Another aspect is the fact that keeping the transparency of AMF for Session Management signalling does not allow the AMF to be aware of UEs that have joined an MBS Session. An MB-SMF, in general not keeping UE contexts, may fail at Session Start to contact the AMF serving a UE in CM-IDLE which has joined the MBS Session and has not yet moved to a gNB supporting MBS.

Observation 5:
There are no NGAP functions involved for a UE joining an MBS Session within the serving area of a non-MBS supporting gNB, provided NAS functions support such scenario. However, TR 23.757 is not explicit on that possibility. Further, there are scenarios conceivable where an MB-SMF fails to contact the AMF at Session Start if the UE has not yet moved to a gNB supporting MBS. If deemed necessary, SA2 and RAN2 (maybe CT1) should be consulted whether, and if, how, such functionality shall be allowed and/or controlled.

TR 23.757 [1] is also not explicit on whether the scenario of establishing RAN resources in a non-MBS supporting gNB shall be supported w/o the UE receiving MBS traffic via 5GC shared MBS traffic delivery from a MBS supporting gNB before. This aspect is related to discussion on observation 3, where the NGAP support of establishing MBS Session resources at an MBS supporting gNB for UEs in any CM/RRC state would also include some kind of paging of UEs not in RRC_CONNECTED. While individual paging of UE is for sure a theoretical option, it would not scale at all for large MC groups. A scalability aspect of the same nature would also appear if “individual” MBS Session resources (in fact PDU Session resources) at a non-MBS supporting gNB have to be established for UEs currently not in RRC_CONNECTED.
Such function would also require interaction between the MB-SMF and the SMFs holding the (associated) PDU Session Contexts, to establish or modify PDU Session Resources with associated QoS Flow(s) for establishing resources for 5GC individual MBS traffic delivery. This aspect is left for SA2 to further discuss, but we should establish certain assumptions if we continue that road.
Also, if the registration area of UEs span over supporting and non-supporting gNBs, the effort in terms of paging resources is evident - especially for large MC groups.
One solution for this scalability issue could be requiring the UE to listing to paging occasions and react on paging for a kind of “group 5G-S-TMSI” allocated by the MB-SMF for the MBS Session and provided via NAS to the UE at joining. While naming and highlighting the scaling issue is a RAN3 topic, the hinted solution is obviously not.

Observation 6:
TR 23.757 is not explicit on whether establishment of RAN resources for 5GC individual MBS traffic delivery shall be supported w/o the UE being provided with MBS content via 5GC shared MBS traffic delivery for the same ongoing session before via an MBS supporting gNB.
UEs not in RRC_CONNECTED would need to be paged individually and, dependent on the registration area of UEs, indication of the MBS Session start and successful establishment of RAN resources would need to be coordinated among supporting and non-supporting gNBs. 
It is also assumed that SMF is able to establish or to modify the (associated) PDU Session with (associated) QoS flow at establishment of 5GC individual MBS traffic delivery towards a non-MBS supporting gNB.
For large MC groups there is an evident scaling issue. While identifying the scalability issue is clearly a RAN3 topic, designing a potential solution via e.g. a kind of “group paging” mechanism utilising a “MC group 5G-S-TMSI” is clearly not. Respective TSGs/WGs should be contacted.

A similar scalability aspect arises when looking at Session Management signalling aspects during mobility towards non-supporting gNBs. It is expected, that the associated QoS flow information is only provided to the non-supporting gNB during an ongoing session, in order to enable continuous reception MBS traffic at the non-supporting gNB, while during a “deactivated” MBS session, the associated QoS flow would be released (including RAN and NG-U resources, as concluded in TR 23.757 [1] §8.2.2.2). That means, that every subsequent (re)activation of the MBS Session would not only cause a potential scaling problem due to paging but also but also due to necessary signalling for the modification of the (associated) PDU Session by which resources for the associated QoS flows are established for 5GC individual MBS traffic delivery. All those functions would work in principle, and are available as well, but do not scale well for large MC groups. We do not see any possibility to solve this issue for PDU Session modification with legacy (pre-Rel-17) means but propose to highlight the issue to SA2 and RAN2.

Observation 7:
Activation of an MBS Session and establishment of RAN resources in non-MBS supporting gNBs cause scalability issues for large MC groups due to the expected amount of signalling induced by (UE individual) modification of the associated PDU Session to establish the associated QoS flows for the MBS Session. SA2 and RAN2 should be contacted.
2.2
Functional conclusions of RAN aspects for MBS session management

2.2.1
Control of Transport for an MBS Session for 5GC shared MBS traffic delivery - Multicast

As discussed in section 2.1, the message flow in figure 8.2.3-1 in TR 23.757 [1] only shows on scenario of when MBS Session resources in an MBS supporting gNB are established. The UE may very well join while no MBS traffic delivery is ongoing, an MBS session may be deactivated and re-activated thereafter.

We would like to see a single set of functions covering all the possible scenarios.

For this reason, the following is proposed:

Proposal 1:
Introduce a set of 5GC triggered class-1 NGAP procedures for establishing, modifying and releasing MBS Session resources in RAN in analogy to the already existing NGAP procedures for PDU Session control.
These new set of procedures shall be “connection oriented” in analogy to UE-associated signalling, terminology and the range of “connection” identifiers are suggested in Annex A.

In order to build up the distribution tree along the UEs that have joined an MBS Session, supporting joining during an inactive MBS Session, the AMF would need to know the joining status of UEs, which is not the case along current TR 23.757, which follows an approach to hide this information from AMF, due to direct communication between SMF and NG-RAN. However, as the SMF is unaware (and should be kept unaware) of the RAN nodes that have to be contacted in case of Session Start, the AMF needs to act as intermediate node of the distribution tree and keep the distribution tree up-to-date along information of joined MBS Sessions per UE. One way to realise this requirement is to inform the AMF about the MBS Session the UE has joined within PDU Session signalling, i.e. via NGAP in the response message of the NGAP PDU Session procedure outside the SMF container.
Proposal 2:
Introduce the possibility to inform the AMF about the MBS Sessions joined in order to allow the AMF to update the distribution tree towards the MB-SMF and to keep track of NG-RAN nodes to be contacted at Session Start along the Registration Area of UEs in CM-IDLE.
Proposal 3:
Liaise SA2 about those changes in the overall message flow in Figure 8.2.3-1 following proposal 1 and 2.
2.2.2
Control of Transport for an MBS Session for 5GC shared MBS traffic delivery - Broadcast

As can be seen the set of class 1 procedures proposed in Proposal 1 can be very well used for setting up RAN resources for a broadcast MBS Session. Not only for broadcast, but also for (local) multicast MBS Sessions, area information would need to be included in this set of class 1 procedures.
Proposal 4:
Define the set of class 1 procedures proposed in Proposal 1 to be used also for setting up RAN resources for a broadcast MBS Session. Introduce optional area information, which can be also used for local multicast MBS traffic delivery.
2.2.3
PDU Session Resource control for joining an MBS Session and provision of associated QoS flow information
As discussed above in the “observing” section, NGAP needs functions to support provision of joining information and associated QoS flow information within a PDU Session to a supporting gNB. Provision of associated QoS flow information may be provided at joining or later or not at all (in case of homogenous support of MBS).

Further, design of NGAP needs to be backwards-compatible with pre-Release 17 NGAP PDU Session resource control.

There would be the possibility to develop 2 solutions, one for homogenous support of MBS, one for interworking with non-supporting gNBs, however, we believe that would not be necessary and we would like to show how a (unified) solution could look like:

-
for homogenous support of MBS, the existing PDU Session List Items ares enhanced by MBS Session Information the UE has joined and that are supported by the slice the PDU Session is associated with.

-
in case 5GC individual MBS traffic delivery needs to be supported

-
provide per joined MBS Session information associated QoS flow information

-
during an active MBS Session, 

-
in NGAP, in the course of joining or at NG HO, include in the legacy QoS Flows List the associated QoS flow information and
in XnAP, at HO, include in the legacy QoS Flows List the associated QoS flow information

-
a supporting gNB will ignore this information due to the presence of MBS Session information with associated QoS flow information and establish / provide resources for 5GC shared MBS traffic delivery

-
a non-supporting gNB will establish resources for 5GC individual MBS traffic delivery.

-
during an inactive MBS Session, 

-
in NGAP, in the course of joining or at NG HO, do not include in the legacy QoS Flows List the associated QoS flow information and
in XnAP, at HO, do not include in the legacy QoS Flows List the associated QoS flow information

-
a supporting gNB will take the information regarding the joined MBS Sessions into account but not establish any resources for 5GC shared MBS traffic delivery

-
a non-supporting gNB will not see any additional (the associated) QoS flows and therefore not establish resources for 5GC individual MBS traffic delivery.

Finally, there also needs to be an explicit indication to the SMF holding the (associated) PDU Session context for the UE to know whether another session anchor needs to be established for 5GC individual MBS traffic delivery as the w/o this information the 5GC has to assume that the RAN was not able to understand and store MBS related information in the UE context. Such explicit indication is necessary at (associated) PDU Session Setup with MBS Session related information, at HO Resource Allocation, at Path Switch and potential subsequent PDU Session Modification.
Proposal 5:
In NGAP and XnAP, within PDU Session related messages, add to the PDU Session List Item, MBS Session Information for the MBS Sessions the UE joined and are supported by the slice the PDU Session is associated with.
Foresee the possibility to include to the MBS Session Information associated QoS flow information, which will be also added to legacy QoS Flows List during if the MBS Session is currently ongoing. A supporting gNB will ignore the QoS Flows in the QoS Flows List associated to the ongoing MBS Session, a non-supporting gNB will establish resources for 5GC individual MBS traffic delivery.
And don’t forget to provide an explicit indication to the SMF holding the (associated) PDU Session context for the UE whether the provided MBS Session Information is actually stored in the gNB. RAN node supports MBS.
3
Conclusion and Proposals
We have analysed the SA2 conclusions captured in TR 23.757 [1] and have observed the following:

Observation 1:
TR 23.757 conclusions result in 2 set of NGAP protocol functions (which further lead to respective protocol functions on other interfaces): Control of Transport for an MBS Session and Control for joining an MBS Session.

Observation 1.1: Control of Transport for an MBS Session supports both, 5GC shared MBS traffic delivery and 5GC individual MBS traffic delivery.

Observation 1.2: Joining an MBS Service is performed via a PDU Session, the same PDU Session that is also used to perform 5GC individual MBS traffic delivery, if this option is enabled.

Observation 2:
NGAP shall support the following scenarios for MBS capable gNBs: 
2.1) MBS Session exists but no MBS traffic delivery is ongoing in NG-RAN - UEs may join the MBS Session at this point in time.
2.2) MBS Session exists, MBS traffic delivery is ongoing and UEs may join the MBS Session at this point in time. There are sub-scenarios conceivable like the UE being the first to join an MBS Session in the NG-RAN node or the AMF.

Observation 3:
NGAP shall support the following functions towards MBS capable gNBs: 
3.1) establishment of MBS Session resources in NG-RAN for 5GC shared MBS traffic delivery with notifying UEs that have joined the MBS Session. UEs may be in any CM/RRC state.
3.2) release of MBS Session resources in NG-RAN for 5GC shared MBS traffic delivery

Observation 4:
NGAP shall support the following functions towards MBS capable gNBs: 
4.1) within the same PDU session control data that is used to join the MBS Session, associated QoS flow information is provided to enable mobility to non MBS-capable gNBs during an ongoing MBS session.
4.2) the associated QoS flow information may be provided right at joining or any time (preferably well) before mobility to non-MBS capable gNBs takes place or not at all in case of homogenous support of MBS.
4.3) conclusions on joining and provision of associated QoS flow information to take place along signalling for the same PDU Session requires information for both, joining and associated QoS flow to be added to existing PDU Session resource signalling in NGAP, requiring a “backwards compatible” signalling solution.

Observation 5:
There are no NGAP functions involved for a UE joining an MBS Session within the serving area of a non-MBS supporting gNB, provided NAS functions support such scenario. However, TR 23.757 is not explicit on that possibility. Further, there are scenarios conceivable where an MB-SMF fails to contact the AMF at Session Start if the UE has not yet moved to a gNB supporting MBS. SA2 and RAN2 (maybe CT1) should be consulted whether, and if, how, such functionality shall be allowed and/or controlled.

Observation 6:
TR 23.757 is not explicit on whether establishment of RAN resources for 5GC individual MBS traffic delivery shall be supported w/o the UE being provided with MBS content via 5GC shared MBS traffic delivery for the same ongoing session before via an MBS supporting gNB.
UEs not in RRC_CONNECTED would need to be paged individually and, dependent on the registration area of UEs, indication of the MBS Session start and successful establishment of RAN resources would need to be coordinated among supporting and non-supporting gNBs. 
It is also assumed that SMF is able to establish or to modify the (associated) PDU Session with (associated) QoS flow at establishment of 5GC individual MBS traffic delivery towards a non-MBS supporting gNB.
For large MC groups there is an evident scaling issue. While identifying the scalability issue is clearly a RAN3 topic, designing a potential solution via e.g. a kind of “group paging” mechanism utilising a “MC group 5G-S-TMSI” is clearly not. Respective TSGs/WGs should be contacted.

Observation 7:
Activation of an MBS Session and establishment of RAN resources in non-MBS supporting gNBs cause scalability issues for large MC groups due to the expected amount of signalling induced by (UE individual) modification of the associated PDU Session to establish the associated QoS flows for the MBS Session. SA2 and RAN2 should be contacted.

Following those observations, the following conclusions have been drawn for MBS session management in NG-RAN:
Proposal 1:
Introduce a set of 5GC triggered class-1 NGAP procedures for establishing, modifying and releasing MBS Session resources in RAN in analogy to the already existing NGAP procedures for PDU Session control.
These new set of procedures shall be “connection oriented” in analogy to UE-associated signalling, terminology and the range of “connection” identifiers are suggested in Annex A.

Proposal 2:
Introduce the possibility to inform the AMF about the MBS Sessions joined in order to allow the AMF to update the distribution tree towards the MB-SMF and to keep track of NG-RAN nodes to be contacted at Session Start along the Registration Area of UEs in CM-IDLE.
Proposal 3:
Liaise SA2 about those changes in the overall message flow in Figure 8.2.3-1 following proposal 1 and 2.
Proposal 4:
Define the set of class 1 procedures proposed in Proposal 1 to be used also for setting up RAN resources for a broadcast MBS Session. Introduce optional area information, which can be also used for local multicast MBS traffic delivery.
Proposal 5:
In NGAP and XnAP, within PDU Session related messages, add to the PDU Session List Item, MBS Session Information for the MBS Sessions the UE joined and are supported by the slice the PDU Session is associated with. 
Foresee the possibility to include to the MBS Session Information associated QoS flow information, which will be also added to legacy QoS Flows List during if the MBS Session is currently ongoing. A supporting gNB will ignore the QoS Flows in the QoS Flows List associated to the ongoing MBS Session, a non-supporting gNB will establish resources for 5GC individual MBS traffic delivery.
Proposal 6:
Agree on the following TPs: for TS 38.300 in [2], for [TS 38.410 in [3] and for TS 38.413 [4]
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