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Introduction
Last RAN3 meeting agreed following for topology redundancy:
Consider Scenario 1 and 2 for CP/UP separation:
· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)
· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:
· Scenario 1: the IAB is multi-connected with 2 Donors. 
· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

This contribution analyses the technical detail on CP/UP separation and inter-CU topology redundancy. 
Discussion
2.1. CP/UP separation
Scenario 1 and Scenario 2 for CP/UP separation are shown in below figure:


Figure 1: CP/UP separation Scenarios
Scenario 1 is similar to NSA IAB. It is required to transfer the F1-C traffic over the Xn interface. The impact to RRC is similar to NSA IAB that is to transfer the F1-C traffic in a container over the Uu. 

In Scenario 2, the transfer of F1-U is already supported in Rel-16. The F1-C can be transferred on top of RRC using split SRB2 which hides it from Xn. So this scenario does not require changes to XnAP interface to transfer the F1-C traffic.   
In a summary, the impact to RAN3 is similar to NSA, which requires to transfer the F1-C traffic over the Xn interface. 

Proposal 1: enhance Xn interface to enable the transfer of F1-C traffic. 
The Stage-2 TP can be found in the annex section. The Stage-3 TP can be found in ([5]).

2.2. Inter-CU Topology Redundancy 
[bookmark: _Hlk61523898]Below figure shows the 2 scenarios for inter-CU Topology Redundancy. In Inter-Donor Topology Redundancy, the IAB-DU only has one F1-C connection with the Donor (e.g. via Leg#1 to Donor1) in below figure. The other Donor only provides the additional communication path (F1-U).


Figure 2: Inter-CU Topology Redundancy Scenarios
For Scenario 1, following aspects are studied: 
· Donor selection for an IAB node
In Rel-16, Donor-CU detects the collocation of the IAB-MT and IAB-DU, based on the previously allocated BAP address provided to the IAB-MT via RRC message, and the BAP address received via the F1 SETUP REQUEST message from the IAB-DU. So it is the same Donor node that has allocated the BAP address, and has terminated the F1-C interface (i.e. received the related F1 SETUP REQUEST message). 

The IAB may provide the information of the Donor, e.g. the cell ID of the parent cell, to the OAM server. The OAM server may know the related Donor-CU based on the cell ID information of the Donor. Then the OAM server provides the related configuration, e.g. IP address of Donor-CU, cell ID, DU related configuration, etc to the IAB node. The IAB node can use the received configuration during the F1 Setup procedure. When the IAB is dual connected with both Donors, the IAB will receive a set of {BAP address, IP address(es)} from each Donor. IAB also knows the related Donor for the set of {BAP address, IP address(es)}. In case the IAB decided to initiate the SCTP/F1 setup with a specific Donor (i.e. either MN or SN), the IAB will use the related BAP address, IP address(es) and DU configuration. This ensures the IAB-DU include the correct BAP address when initiate the F1 Setup with the Donor who allocated the BAP address to the IAB node. 

It is also possible that the IAB is configured with the 2 set of DU configuration parameters, e.g. one set of parameters for F1 with Donor1, and another set of parameters for F1 with Donor2. If so, it is up to the IAB to decide whether initiate the F1 Setup with Donor1 or Donor2. 

Proposal 2: OAM can configure the IAB to only have F1 with MN or SN. When both set of parameters are configured in the IAB, it is up to IAB to select a Donor for F1 setup.  

· Cell ID to be used by an IAB node that is connected with 2 Donors
The IAB node only have F1-C interface with one Donor. The IAB node only use with the cell IDs related to the Donor that is F1-C connected. When the IAB has connection with 2 Donors, the other Donor that have no F1-C interface with the IAB node cannot initiate F1-C procedure to the IAB node. 

· Which node allocates the BAP address?
The number of needed BAP addresses depends on a selected BAP address collision avoidance method. If BAP address collision avoidance bases on a route concatenation two BAP addresses are needed. In that case both Donors can allocate the BAP address to the IAB node. The 1st Donor that terminates the RRC Connection Establishment procedure allocates the BAP address to the IAB-MT. The IAB node may include this BAP address when initiating the F1 Setup with the 1st Donor. When the 2nd Donor is added for the IAB-MT, the 2nd Donor can also allocate a BAP address, but that is not used for F1 Setup. The 2 BAP addresses allocated by the two Donors are used by the IAB node to check whether it needs to terminate a DL BAP packet, e.g. the BAP address configured by Donor1 is used to terminate the DL BAP packet that is routed via a Donor-DU of Donor1.   

Proposal 3: both Donors allocate the BAP address to the IAB node. 

· How to enable the Routing via a Donor-DU of a different Donor (e.g. Donor2)
When the SN (Donor2) is added for the IAB-MT, Donor2 may allocate the related IP address, BAP address, DSCP and IPv6 Flow Label to be used for those F1-C/U traffic via a Donor-DU of Donor2. Donor1 also informs the IAB node about the BAP address to be used for Leg#2 (e.g. to check the DL BAP packet). The allocated IP address, BAP address, DSCP, and IPv6 Flow Label is provided to Donor1, in case Donor1 want to route the F1-C/U traffic via a Donor-DU of Donor2. It may be up to Donor1’s implementation on whether it needs to route the F1-C/U traffic via a Donor-DU of Donor2. Donor2 also configures the Donor-DU and the intermediate IAB node that have F1-Connection. When Donor1 sends a DL F1-C/U packet to be routed via Donor2’s DU, Donor1 uses the previously received IP address, DSCP/IPv6 Flow Label, and Donor2-DU performs the related traffic mapping. 

Proposal 4: Inter-Donor Routing needs to be supported. 

· Possible conflict on BAP address and Routing ID
Current BAP address (10-bit) is only unique with the RAN of a Donor. In Inter-CU Topology Redundancy case, both Donors may assign the same BAP address to different Donor-DU/IABs. 
Similar issue also happens for the Routing ID. This may either require the coordination between the Donors to avoid the conflict, or a “global unique” BAP address and Routing ID are introduced. 

This issue will be discussed separately in Section 2.3. Routing ID and BAP address collision.

· IP address assignment
Both Donor can assign the IP address, e.g. to be used for traffic routed via the respective Donor-DU. This may be similar to the EN-DC that the MeNB forward the IP address information to the SgNB. The impact to the Xn interface may be similar to the X2 interface, i.e. include the IAB Information in the Xn RRC Transfer message. 

· Routing and traffic-mapping configuration
For configuration in the Donor-DU, the corresponding Donor-CU initiates the configuration procedure. 

For configuration in the IAB-DU, it is also the corresponding Donor-CU that initiates the configuration procedure. However, the configured information also includes the information related to the other Donor-CU, for example, the Routing ID is generated by the Donor-DU in the other Donor. Such information needs to be exchanged over the Xn interface. 

· Resource configuration of the IAB-DU
Since the IAB-DU only have F1-C interface with one Donor, it is that Donor who initiates the F1AP procedure to configure the resource configuration. It may require coordination between the 2 Donors in case a conflict exist. 

· Which node determines the degree of load balancing between the two legs (i.e. routed via the Donor-DU of different Donors)
When both MN and SN support IAB Donor function, only one node (i.e. Donor1) will be selected as the IAB Donor for a specific IAB node. The IAB node will only have one F1 interface with that IAB Donor (i.e. Donor1). The context for UEs/descendant IABs connected to the IAB node will remain in Donor1. This IAB Donor (i.e. Donor1) determine the degree of load balancing between the two legs. 
This is different to the DC case that it is always the MN to determine the data split. In IAB Inter-Donor Topology Redundancy case, in case the SN is selected as the IAB Donor, the SN also determine the degree of data split. 

Proposal 5: It is the IAB Donor who host the F1 interface for the IAB node determine the load balancing between the two legs. 
An example call flow for Scenario 1 is shown as below:


Figure 2: Example call flow for Scenario 1
For Scenario 2, similar issues as Scenario 1 also need to be studied. In Scenario 2, the IAB-MT only connects with one parent node. The IAB node shall use the same Donor as its parent node, i.e. the Donor that terminates the F1-C interface for the IAB node’s parent node. 

An example call flow for Scenario 2 is shown as below:


Figure 2: Example call flow for Scenario 2
The main differences to Scenario 1 are:
· Step 3/4: it is not XnAP SN Addition Preparation procedure, since IAB2 is not dual connected. It needs to be further studied whether to enhance current XnAP procedure or introduce a new XnAP procedure. 
· Step 6b: IAB1 only has the F1-C with Donor1, so the routing configuration in IAB1 is initiated by Donor1. This requires Donor2 to provide routing information to Donor1.
The new XnAP procedure required by Scenario 2 can also be used in Scenario 1. For example, in Scenario 1, the SN is first added, then the MN initiate the new XnAP procedure to request the inter-Donor routing, e.g. routing the F1 the traffic over the path of the SCG link. 
Proposal 6: Introduce a new XnAP procedure to support inter-Routing.

[bookmark: _Ref61525170]2.3. Routing ID and BAP address collision 
The Summary document of offline discussion on topology redundancy [4] identifies five solution candidates for BAP address collision in inter donor topology redundancy:
· Category 1: resolve the collision by BAP address/BAP routing ID assignment
· Opt 1: OAM – OAM assigns non-overlapping BAP address space to different CUs 
· Opt 2: inter-donor negotiation 
· Opt 3: global unique identity – e.g., donor CU ID + BAP routing ID
· Category 2: resolve the collision by concatenation
· Opt 4: BAP header re-writing – replace BAP routing ID of the received packet by a new BAP routing ID 
· Opt 5: IP routing  – provide IP routing configuration at the boundary IAB node
Category 1 solutions
Category 1 solution options address the BAP address collision problem simply by avoiding address collision between interfacing topologies. Routing over the topology boundary with non-overlapping BAP addresses is straight forward: single BAP address is enough, and any kind of address mediation is not needed. 
Opt 1: Non overlapping BAP address spaces to CUs 
Pre-assignment of non-overlapping address spaces to different CUs would mean the partitioning of the 10 bit BAP address space. While it would be acceptable in small IAB deployments, in large scale the partitioning may limit the size of the individual IAB network and therefore other solutions should be considered.
Observation 1: Address partitioning decreases the number of IAB addresses per CU and may limit the size of the IAB topology. 
Opt 2: Inter donor negotiation
Donors can coordinate BAP address assignment already at the IAB node integration phase or at the connection establishment phase to peer topology. Address coordination at the integration phase, without pre-planned dual connectivity, is not feasible, since it introduces unnecessary inter donor negotiation. It would also lead to BAP address space portioning between adjacent topologies.     
If the colliding BAP address(es) is detected at route establishment to peer topology phase either of colliding BAP addresses must be changed. BAP address change of IAB node may lead to routing reconfiguration to corresponding donor DUs and to descendant/parent IAB nodes who’s routing table entries have the IAB node as a next hop. 
Observation 2: BAP address coordination between donors leads to address partitioning and/or introduce (unnecessary) inter donor signalling or BAP address and route reconfiguration signalling. 
Opt 3. Global unique identity
The BAP address space partitioning and inter donor negotiation are avoided with addition of the CU component into BAP routing ID. Downside of the enhanced routing id is the increased BAP header overhead and the required new BAP header design. 
Proposal 7: RAN3 to discuss how long the CU component of the routing ID could be and if the added overhead is tolerable. 
Category 2 solutions
Figure ZZ illustrates inter-CU topology redundancy scenario with the BAP route concatenation. Two routes to IAB node 4 is established; route 1 is a intra topology route in Donor 1’s “white” topology. Inter topology route 2 is a concatenation of two sub-routes; routes 21 and 22. Donor 1 configures the route 21. Route 21 belongs to the white topology and routing bases on BAP addresses allocated from Donor 1’s white BAP address space. Respectively, Donor 2 configures the route 22 and routing bases on the BAP address assigned by the Donor 2. White and blue BAP addresses may overlap.
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Figure 3. BAP route concatenation in inter CU topology redundancy.
Opt 4. BAP header re-writing.
In Opt 4, the sub-route concatenation is performed on BAP layer. For down link routing, when inter donor route 2 is configured for IAB node (IAB 4 in figure zz) the Donor 2 must allocate “blue” BAP address from its own topology for IAB 4. Allocated blue address must be communicated to Donor 1, so that Donor 1 can configure address re-writing from blue to white address to the dual connected node IAB 3. 
For UL routing the Donor 2 communicates the BAP address of the Donor DU2 to Donor 1 for the address re-writing at the IAB node 3.  
In principle each CU-CP can independently decide how traffic is mapped to RLC channels. However channel mapping from ingress link to egress link at the intermediate IAB nodes (also at boundary node) currently bases on the RLC channel IDs and remapping is not supported, which means that CU1 and CU2 must negotiate about the channel mappings. For example, if donor 1 has configured three RLC channel for the traffic to IAB 4 on the route 21 and Donor 2 configures only two on the route 22, boundary node is able to map two route 22 channels only to two route 21 channels, thus end to end QoS may not be fulfilled optimally for all IAB node 4’s DL flows.
Opt 5. IP routing.
In Opt 5 the route concatenation bases on the IP routing. All inter topology DL traffic is routed to boundary node (IAB 3) for the IP look up, therefore Donor 2 need to assign blue BAP address only for the boundary node. The Donor 1 configures DL routing to IAB 3 based on the IP header information similarly to the regular Donor DU configuration. 
UL packets of the inter topology route 2 are first sent to boundary node IAB 3 with the IAB 3’s white BAP address as a destination. IAB 3 performs IP routing and sends UL packets to blue network with Donor DU2’s BAP address as a destination BAP address.  
Like the routing, bearer mapping at the network boundary in Opt 5. bases also on IP header information, so the peering networks may have different channel mapping. The IP header based UL mapping at the boundary node requires that the access IAB node 4 configures the DSCP and/or the flow label of the UL packet in controlled manner.
Observation 3: Opt. 5 allows independent channel mappings in peering topologies, whereas other options necessitate coordination between CUs. 
Observation 4: Less information needs to be exchanged between CUs in Opt 5 than in Opt 4, but option 5 necessitates IP look up at the boundary node. 
Proposal 8. RAN 3 to consider solution options 3, 4 and 5 for the BAP address collision problem.  

Conclusion
In this contribution, we have analysed CU/UP separation and inter-CU topology redundancy. Our proposal is: 
Proposal 1: enhance Xn interface to enable the transfer of F1-C traffic. 
Proposal 2: OAM can configure the IAB to only have F1 with MN or SN. When both set of parameters are configured in the IAB, it is up to IAB to select a Donor for F1 setup.  
Proposal 3: both Donors allocate the BAP address to the IAB node. 
Proposal 4: Inter-Donor Routing needs to be supported. 
Proposal 5: It is the IAB Donor who host the F1 interface for the IAB node determine the load balancing between the two legs. 
Proposal 6: Introduce a new XnAP procedure to support inter-Routing.

To address Routing ID and BAP address collision:
Observation 1: Address partitioning decreases the number of IAB addresses per CU and may limit the size of the IAB topology. 
[bookmark: _GoBack]Observation 2: BAP address coordination between donors leads to address partitioning and/or introduce (unnecessary) inter donor signalling or BAP address and route reconfiguration signalling. 
Observation 3: Opt. 5 allows independent channel mappings in peering topologies, whereas other options necessitate coordination between CUs. 
Observation 4: Less information needs to be exchanged between CUs in Opt 5 than in Opt 4, but option 5 necessitates IP look up at the boundary node. 

Proposal 7: RAN3 to discuss how long the CU component of the routing ID could be and if the added overhead is tolerable. 
Proposal 8. RAN 3 to consider solution options 3, 4 and 5 for the BAP address collision problem.  
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Proposed TP for TS38.420
-------------------------------------------Start of Change------------------------------------------
[bookmark: _Toc534717861][bookmark: _Toc45832895]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
IAB	Integrated Access and Backhaul
SCTP	Stream Control Transmission Protocol
Xn-C	Xn Control plane
Xn-U	Xn User plane




-------------------------------------------Next Change------------------------------------------
[bookmark: _Toc534717896][bookmark: _Toc45832935]6.2.2	Dual Connectivity procedures
The dual connectivity procedures are used to add, modify and releases resources for the operation of Dual Connectivity, and to enable the transfer of F1-C traffic for IAB:
-	S-NG-RAN-node Addition Preparation
-	S-NG-RAN-node Reconfiguration Completion
-	M-NG-RAN-node initiated S-NG-RAN-node Modification Preparation
-	S-NG-RAN-node initiated S-NG-RAN-node Modification
-	M-NG-RAN-node initiated S-NG-RAN-node Release
-	S-NG-RAN-node initiated S-NG-RAN-node Release
-	S-NG-RAN-node Counter Check
-	RRC Transfer
-	Notification Control Indication
-	Activity Notification
-	Secondary RAT Data Usage Report
-	F1-C Traffic Transfer

-------------------------------------------End of Change-------------------------------------------
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