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1 Introduction
In the multi-hop backhaul, congestion may occur on intermediate IAB-nodes. Flow and congestion control can be supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor-DU.

In RAN3 #110e, congestion mitigation to Integrated Access and Backhaul for NR has been discussed. The agreed way forwards are [1]:

UP-based and CP-based approaches for DL congestion mitigation in IAB networks are complementary.
In IAB DL end-to-end flow control, the access node sends feedback to the donor-CU-UP. 

Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).

The measures taken by the donor-CU-CP based on the CP-based approach are up to implementation.

End-to-end UL flow control is deprioritized in Rel17.
In this contribution, we would like to discuss issues on how to support CP-based congestion mitigation for IAB network.
2 Discussion 
In current 3GPP NR R16 specification, only downlink congestion mitigation is specified. It can be achieved by two means: hop-by-hop flow control at BAP (backhaul adaptation protocol) sublayer and end-to-end flow control at NR user plane protocol layer with the use of downlink data delivery status (DDDS). 
Rel-16 IAB hop-by-hop or end-to-end flow control is user plane (UP)-based approach for congestion mitigation. There are several drawbacks for UP-based congestion mitigation in IAB networks. Firstly, hop-by-hop flow control cannot solve long-term congestion. Secondly, DDDS cannot provide the information on the congested node, thus the choice of mitigation solution is very limited. Congestion mitigation scheme should be able to identify the potential occurrence of congestion, the place of congestion, and the severity of the congestion.
To address these issues, control plane (CP)-based approach may be considered in order to perform routing/topology reconfiguration and/or BH RLC channel reconfiguration on a path to congested link, or resource repartitioning/coordination between different links and IAB nodes. To achieve CP-based approach, congestion report or indication is to be supported.
Due to the various traffic types of NR use cases and the multi-hop nature of the IAB network deployment, the upstream traffic has similar congestion issues as downstream traffic. Hence, it is meaningful to consider uplink congestion issues in R17. The function of topology, route and resource management are all subjected to the IAB-donor-CU-CP. Therefore, the parent or child node of congested BH link, depending on direction of the congested traffic, can report congestion status or link load of backhaul link to IAB-donor-CU-CP, and then IAB-donor-CU-CP can reallocate air interface resources to the congested BH link and/or change the routing of some traffic flows to avoid using the congested link.
It is natural to use F1-C signaling for downlink congestion reporting, since IAB-DU has the buffer load information for downstream traffic. For uplink traffic, IAB-MT has the buffer load information. However, the congestion reporting is not restricted to downlink congestion only. IAB-DU can still use F1-C to pass the buffer load information at the IAB-MT side (e.g., the available buffer size of a BH RLC channel on the egress link of IAB-MT) to donor-CU. The message format for the congestion reporting and report configuration can be generic for downlink and uplink congestion. RAN3 needs to discuss the report details, such as report granularity, report content, triggers of the reporting, etc. From the perspective of the congestion reporting procedure and the means IAB-donor-CU-CP uses to mitigate congestion, there is not much difference for downlink and uplink congestion.
Proposal 1: Congested IAB node sends congestion report to IAB-donor-CU-CP via F1-C. It can be applied to both DL and UL congestion.
During RAN3#110e meeting email discussion, there was a discussion on whether the congestion be reported per child link level and should the GNB-DU STATUS INDICATION be used for this purpose [2]. In our opinion, the report granularity can be per link, per BH RLC channel, or per routing ID, which can be configured by donor-CU. The reason is that different report granularity can support different means of congestion mitigation, such as routing path reconfiguration, BH RLC channel remapping, etc. We don’t think reusing GNB-DU STATUS INDICATION is a good idea. The congestion report and report configuration are closely related to BAP configuration. Besides, the name of “GNB-DU STATUS INDICATION” would give an impression that the congestion status is for downlink only. As stated above, we think both downlink and uplink congestion should be reported to donor-CU. Therefore, it is better to define a new IAB procedure in F1AP for congestion reporting. The details of the procedure can be studied further.
Proposal 2: Congestion report granularity can be configurable.
Proposal 3: A new IAB procedure in F1AP can be defined for congestion reporting.

3 Conclusion

In this contribution we discuss issues for CP-based congestion mitigation. We make the following proposals:
Proposal 1: Congested IAB node sends congestion report to IAB-donor-CU-CP via F1-C. It can be applied to both DL and UL congestion.
Proposal 2: Congestion report granularity can be configurable.

Proposal 3: A new IAB procedure in F1AP can be defined for congestion reporting.
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