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In RAN WG3 Meeting #110e, the following agreements have been achieved (green) and the following additional notes have been made by the chairman (red) [1]: 
	 
An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.

So far the following solutions for IAB DL end-to-end flow control are on the table:
-	Highest PDCP SN received from parent node;
-	Bitmap of PDUs transmitted to lower layers out of sequence;
-	Packet marking;
-	Received volume and Receiving data rate.
- “do nothing” option, i.e. use current DDDS as it is

Downselection is expected at the next meeting; no more options are expected




This paper discusses down selection of the enhancements proposed for end-to-end congestion control on the user-plane, and further aspects of control-plane congestion reporting.
Down-selection of end-to-end congestion control on the user plane 
The enhancements proposed aim to improve handling of DL congestion on IAB-donor-DU and intermediate IAB-nodes by including additional feedback information into DDDS. The following enhancements have been discussed:

1. Highest PDCP SN received from parent node,

2. Bitmap of PDUs transmitted to lower layers out of sequence

3. Packet marking,

4. Received volume and receiving data rate,

5. “Do nothing” option, i.e. use current DDDS as it is.
DDDS, with or without any of these enhancements, only defines the feedback information. The actual congestion control algorithm on the CU-UP is considered out-of-scope for RAN3. This is different for, e.g., IETF-based congestion control protocols, which include detailed study on the specific congestion control algorithms in the context of the feedback information provided by the protocol. With congestion control out-of-scope for RAN3, the benefit of one or the other feedback enhancement is sometimes difficult to access. The evaluation of the enhancements therefore has to be based on typical implementations of congestion control algorithms at the end point as well as active queue management on intermediate nodes.



2.1	Use current DDDS without enhancement
Current DDDS includes NR-U SNs of PDUs declared as “lost” by the corresponding node. This includes PDUs discarded by active queue management on intermediate IAB-nodes due to congestion. The feedback can therefore be used by the CU-UP to apply congestion control. The efficacy of this feedback can be expected comparable to that of selected acknowledgements (SACK) in TCP.  
Observation 1: Current DDDS supports “lost” NR-U SNs feedback, which can be used for congestion control as it includes the congestion-related PDUs discarded by AQM on intermediate nodes. 

2.2	Include highest PDCP SN received from parent node
The corresponding node reports to the CU-UP the highest PDCP SN it has received from the parent node. In case multiple packets are dropped by an intermediate node due to congestion, the PDCP SN reported would not increase as fast as the highest PDCP SN transmitted by the CU-UP. The CU-UP could therefore infer from such discrepancy that congestion has occurred.
This enhancement is only effective at significant congestion levels when the packet drop rate is high. Such operation point should generally be avoided by a good congestion control algorithm. For typical congestion-related packet loss rates, which operate at or below percent level, random-early-discard (RED) mechanisms applied by active queue management will rarely eliminate the packet with highest PDCP SN (because they discard randomly). This implies that the highest PDCP SN report will rarely carry congestion-relevant information.
Note that RED is often applied as a mechanism to distribute packet drops fairly over multiple traffic flows. Since the BH RLC channels may contain multiple bearers and each bearer may contain multiple flows, the same criteria apply to buffer management on IAB BH and RED may therefore be beneficial. 
Observation 2: Including the highest PDCP SN from parent node into DDDS will not be effective for typical implementations, where ACM applies random-early-discard and congestion control keeps congestion at low levels.

2.3	Include bitmap of PDUs transmitted to lower layers out-of-sequence
The corresponding node reports to the CU-UP the NR-U SNs it transmitted out-of-order. The CU-UP can infer that the PDUs of the NR-U SN holes got dropped due to congestion.  
The enhancement is not effective for congestion control if (H)ARQ on prior hops have changed the packet order. To address this issue, the bitmap feedback would have to be delayed based on the typical arrival time variations experienced due to (H)ARQ retransmissions.
It is not clear how this feature would provide additional information over the “lost” NR-U SNs in DDDS, which essentially represents the complement to the SNs transmitted to lower layers. 
Observation 3: Including bitmap of PDUs transmitted to lower layers out-of-sequence does not provide additional information over current DDDS, which already includes the complement of this bitmap in “lost” NR-U SN report.

2.4	Support packet marking
The corresponding node includes information on the NR-U SNs of packets into DDDS that have been marked by intermediate nodes on BAP layer. It is assumed that packet marking is applied by AQM on intermediate nodes instead of packet discard. This mechanism therefore has the analogue functionality as ECN for TCP/IP.
The benefits of ECN for TCP/IP are well understood. Generally, packet marking has the following advantages over packet discard:
· It avoids the unnecessary retransmission and associated latency of packet discard.
· It provides an immediate and explicit congestion indication to the corresponding node, while SN holes due to packet discard can be erroneously attributed to packet disordering by (H)ARQ.    

Observation 4: Packet marking can improve congestion control over packet discard mechanisms since it avoids latency from retransmission and erroneous reports related to (H)ARQ-based disordering.

2.5	Include received volume and received data rate
Volume and data rate of NR-U packets received by the corresponding node are expected to be lower than volume and date rate transmitted by the CU-UP due to congestion-related packet discards. The CU-UP could apply congestion control based on this difference.
The difference between transmitted and received data is already reported as “lost” data in DDDS. The information of received volume and date rate does not add any further information for the CU-UP.
Observation 5: Received volume and data rate does not provide additional information over the “lost” NR-U SN report in current DDDS, which already captures the congestion-related discards.

2.6	Summary
Current DDDS already provides means to support end-to-end user-plane congestion control.
Among the solutions proposed to enhance the end-to-end feedback, only packet marking is expected to provide benefits. 
Proposal 1: RAN3 to only consider packet marking as an enhancement to end-to-end user-plane congestion control.

Control-plane congestion reporting 
While the CU-CP can use gNB-DU resource configuration as well as route and topology reconfiguration to respond to congestion, it presently has no means to assess the congestion on the backhaul of IAB-nodes and IAB-donor-DUs. CP-based congestion reporting can therefore be beneficial.

The main problem of CP congestion reporting is the associated signaling and processing overhead. For that reason, the CU-CP should have the means to control the reporting rate.

Proposal 2: For CP congestion reporting, the CU-CP to control the reporting rate. 

The following options may be considered to limit the reporting rate:
Option 1: Congestion reports are provided based on CU-CP-based polling. 
Option 2: The CU-CP configures thresholds and maximum rate of congestion reporting.

Proposal 3: RAN3 to consider CU-CP-based polling of congestion reports and CU-CP-based configuration of reporting threshold and maximum reporting rate.

Conclusion
This paper discussed down selection of enhancements to DDDS for the support of DL end-to-end congestion control and congestion reporting to the CU-CP. The following observations and proposals have been made:
Observation 1: Current DDDS supports “lost” NR-U SNs feedback, which can be used for congestion control as it includes the congestion-related PDUs discarded by AQM on intermediate nodes. 

Observation 2: Including the highest PDCP SN from parent node into DDDS will not be effective for typical implementations, where ACM applies random-early-discard and congestion control keeps congestion at low levels.

Observation 3: Including bitmap of PDUs transmitted to lower layers out-of-sequence does not provide additional information over current DDDS, which already includes the complement of this bitmap in “lost” NR-U SN report.

Observation 4: Packet marking can improve congestion control over random-early-discard mechanisms since it avoids latency from retransmission and erroneous reports related to (H)ARQ-based disordering.

Observation 5: Received volume and data rate does not provide additional information over the “lost” NR-U SN report in current DDDS, which already captures the congestion-related discards.

Proposal 1: RAN3 to only consider packet marking as an enhancement to end-to-end userplane congestion control.
Proposal 2: For CP congestion reporting, the CU-CP to control the reporting rate. 

Proposal 3: RAN3 to consider CU-CP-based polling of congestion reports and CU-CP-based configuration of reporting threshold and maximum reporting rate.
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