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1. Introduction
According to SA2’s TR 23.757, two different N3 delivery modes are defined for MBS service:
	-	5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.
-	5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets packet to a RAN node, which then delivers them to one or multiple UEs


The latter method is the usual mode for MBS service, treated as a “default” option in discussion, and is expected to be used as long as the NG-RAN node supports this MBS service. The former method, on the other side, is mainly used when the NG-RAN node does not support this MBS service.
Considering the scenario that a UE moves between a MBS-supporting NG-RAN node and a non-MBS-supporting NG-RAN node, SA2 has already consider the method on how to switch between the two modes, and the signalling flow of some possible solutions is already provided in TR 23.757 Solution #11, #12, #24 and #27.
In this contribution, we will try to show our understanding on the detail for this type of handover. This is also an FFS listed in Section 8.7 of TR 23.757 requested RAN to answer in [1]:
	Editor's note:	How 5GC Shared MBS delivery is enabled for the UE will be developed with RAN WGs.


In addition, we also provide a possible solution to minimise data loss during handover from non-MBS-supporting gNB toward MBS-supporting gNB, based on “Option 3” provided in [2], although this (unlike the opposite direction) is not listed as an FFS as of TR 23.757 now. The QoS-flow-to-RB mapping in the source side and the target side is assumed to be the same throughout this contribution, or otherwise a method similar to PDU-session-level data forwarding for unicast data is used instead.
2. Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79]The source gNB of handover in this scenario does not support this MBS service. In general we should expect its behaviour similar to conventional Rel-15/16 gNBs, including:
· The source gNB maintains and provides only PDU-Session-related information.
· The source gNB allocates PDCP counts on its own, regardless of how they are allocated by MBS-supporting gNBs;
· Data forwarding out of the source gNB is in a per-UE mode, as well as the end markers.
Proposal 1: The case in which the source gNB is a Rel-15/16 gNB and cannot understand any new IE introduced in Rel-17 should be taken into account.
The target gNB, on the other side, supports this MBS service but may not be aware that the content of the on-going PDU session is this MBS service at the beginning:
For N2-based handovers, since “Individual MBS traffic delivery method” is activated/deactivated by the AMF, the (source) AMF is aware that the content of the on-going PDU session is this MBS service at the beginning, and thus can forward the entire NAS-layer MBS context toward the target AMF or the target gNB on its own. Therefore the target gNB can get aware when receiving the NGAP HANDOVER REQUEST message.
For Xn-based handovers, however, the XNAP HANDOVER REQUEST message is the first message which the target gNB receives. There might be some method for the target gNB to recognise that its content is MBS service (e.g. by including a tag, by observing the N3 UL address), but we have to consider the case where the target gNB is unaware of that fact until the path switch procedure.
Observation 1: During Xn-based handover from non-MBS-supporting gNB toward MBS-supporting gNB, the target gNB may be unaware of some flows in a PDU session are MBS flows until the completion of the path switch procedure.
Following is the signalling detail of this type of handover, which comply with SA2’s conclusion in Section 8.7 of TR 23.757:
	-	During the handover from RAN not supporting 5MBS to NG-RAN supporting 5MBS, PDU sessions, including the one associated with the MBS session and used for 5GC Individual MBS traffic delivery, are handed over to target RAN. After the handover, the switch is triggered at the 5GC from the 5GC Individual MBS traffic delivery method to 5GC Shared MBS traffic delivery method.




Figure 1: Signalling flow for handover from non-MBS-supporting gNB toward MBS-supporting gNB.
The target gNB treats the PDU session delivering MBS service as a conventional one until receives the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message. At the beginning, the target gNB only configures PDU session within the HandoverCommand message and perform conventional DRB-to-DRB data forwarding.
When the core network receives the NGAP PATH SWITCH REQUEST message, the AMF/SMF recognise that this PDU session is used to deliver MBS service, and the target gNB supports N3 shared delivery method. The AMF/SMF therefore decides not to establish an individual N3 tunnel for this UE as for conventional path switch procedure, but to establish a new N3 shared tunnel, or combine it into an existing N3 shared tunnel. The AMF/SMF will then include necessary information toward the target gNB within the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message (either includes an MBS Session ID for the associated PDU session, or indicates to release the old PDU session for 5GC individual MBS delivery mode), and trigger a separate non-UE associated procedure to establish the shared N3 tunnel with the target gNB if needed.
The major motivation to perform such N3 delivery mode switch during the NGAP path switch procedure (rather than in a separate procedure) is to simplify the user plane procedure, or otherwise the data delivery path over N3 has to be switched twice for this UE: once from the source gNB toward the target gNB, and once from “Individual” N3 toward “Shared” N3. Note that this does not mean that the N3 tunnel should also be established by this path switch procedure—it can be a separate non-UE-associated procedure. N3 delivery mode is logically a per-UE per-RAN-node configuration since it affects UE’s behaviour (e.g. whether / what key to use for encryption).
Proposal 2: The core network need to change the N3 delivery mode toward “shared” for the UE subject of handover during the path switch procedure, or otherwise the data delivery path over N3 has to be switched twice for this UE.
When the shared N3 tunnel exists between the UPF and the target gNB, the UPF sends the “end marker” toward the source gNB, and the per-UE “start marker” toward the target gNB through the shared N3 tunnel simultaneously.
Upon receiving the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message, the target gNB gets aware that this PDU session is used to provide MBS service, and then trigger another RRC reconfiguration procedure to change the delivery method from DRB to MRB. Such “another RRC reconfiguration procedure” is nothing new for us, since there are already some scenarios in which the target gNB shall do so upon receiving the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message, e.g. it includes a New Security Context Indicator IE (the target gNB shall tell the UE to update the KgNB), or a PDU Session Resource Released List IE (the target gNB shall tell the UE to release the corresponding Uu resources).
Observation 2: The target gNB need to trigger another RRC reconfiguration procedure upon receiving the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message to change the delivery mode from “DRB/N3 Individual tunnel” toward “MRB/N3 shared tunnel”.
If data loss minimisation is not needed, the UE receives the MBS packets transmitted through the DRBs and the MRBs simultaneously for a while, until all the forwarded data is received.
If data loss minimisation is needed, a method similar to the procedure described in “Option 3” provided in [2] is used. The UPF sends both an “end marker” toward the source gNB, and a per-UE “start marker” toward the target gNB. Both “markers” should be sent after the packet with the same content. The “end marker” is sent within a conventional unicast N3 tunnel and the source gNB treats it conventionally as well, sending one end marker for each DRB. Here we assume that the PDCP count value of the last forwarded packet for a given DRB is (Nsource−1).
The target gNB, on the other side, keeps allocating PDCP counts for the packets received from the UPF. We assume that the first packet mapped to the corresponding MRB and received after this per-UE “start marker” is assigned with a PDCP count of Ntarget. The target gNB get aware of the value of Nsource when it receives the end marker from the source gNB, and the value of Ntarget when it receives the per-UE “start marker” from the UPF. Then it can deduce the value of (Ntarget−Nsource), and informs it toward the UE by dedicated signalling.
After get aware of the value of (Ntarget−Nsource), the UE can understand which DRB packet is identical to which MRB packet, and performs service continuity operations properly (e.g. discard all the packets received through MRB with PDCP count lower than Ntarget).


Figure 2: Use “start marker” to deduce UP count “offset” between gNBs.
From the analysis above, we can observe that the behaviour of the source gNB is entirely the same as in conventional handling of unicast services, and the behaviour of the target gNB is also almost the same as in the “Option 3” provided in [2]. In other word, as long as “Option 3” in [2] is adopted, MBS data loss minimisation during handover from non-MBS-supporting gNB toward MBS-supporting gNB can be achieved at a cost of nearly zero.
Proposal 3: We propose RAN3 to consider the method based on “Option 3” raised in R3-210314 as a way to minimise data loss during handover from non-MBS-supporting gNB toward MBS-supporting gNB.
[bookmark: _GoBack]Regardless of whether data loss minimisation is performed, it is FFS on whether and when the target gNB trigger an RRC Connection Reconfiguration procedure toward the UE to release the DRB (the DRB can be logically useful when handed over back toward a non-MBS supporting gNB again, as described in [3]).
3. Conclusion
Proposal 1: The case in which the source gNB is a Rel-15/16 gNB and cannot understand any new IE introduced in Rel-17 should be taken into account.
Observation 1: During Xn-based handover from non-MBS-supporting gNB toward MBS-supporting gNB, the target gNB may be unaware of some flows in a PDU session are MBS flows until the completion of the path switch procedure.
Proposal 2: The core network need to change the N3 delivery mode toward “shared” for the UE subject of handover during the path switch procedure, or otherwise the data delivery path over N3 has to be switched twice for this UE.
Observation 2: The target gNB need to trigger another RRC reconfiguration procedure upon receiving the NGAP PATH SWITCH REQUEST ACKNOWLEDGE message to change the delivery mode from “DRB/N3 Individual tunnel” toward “MRB/N3 shared tunnel”.
Proposal 3: We propose RAN3 to consider the method based on “Option 3” raised in R3-210314 as a way to minimise data loss during handover from non-MBS-supporting gNB toward MBS-supporting gNB.
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