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1 Introduction
In last RAN3 meeting, the following agreements were achieved for service interruption as:

	[For intra-Donor case]

The RRCReconfiguration to the descendant IAB can be transferred via the source path, i.e. before the migrating IAB detach from source parent cell.

Study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions. 

Discuss the avoidance of unnecessary transmissions in intra-donor migration (including the scenario of RLF recovery), with focus on RAN3 impact. 

[For inter-Donor case]

Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.

An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 

The issue on Reduction of Service Interruption for inter-Donor case will be discussed after the basic migration procedure is determined.


Till now, the inter-donor related procedure is still under discussion so the service interruption time in this scenario is unclear. Thus, in this contribution, we will address this issue for intra-donor related procedures. 
2 Discussion 
The service interruption may be caused by several factors, e.g., IAB node migration, packet loss, BH link RLF. Those aspects are not mutually exclusive. Thus, we will address those aspects in the following: 
· DAPS-like solution

In last meeting, we agree “The simultaneous connectivity dual-protocol-stack solutions (“DAPS-like”) of an IAB node should allow at least DL simultaneous transmission of BH traffic carried on BH RLC channels, on the paths to both donors.”. As a result, to support the DL transmission over the source path, IAB-MT part should keep the BAP layer related configurations (e.g., BAP address, BH RLC CH configuration, IP address of the source path) and the F1-U tunnels over the source path. However, similar as DAPS HO which is DRB specific, the kept configuration can be BH RLC CH specific, i.e., if the DL transmission of one BH RLC CH is kept at the source side, the configuration for the traffic over such BH RLC CH can be kept as well. For the UL transmission, since normal UE cannot support it at the source, there is no reason to support UL transmission for IAB-MT part unless RAN2 makes different conclusions. 
Proposal 1: to support the DL transmission over the source path, IAB-MT part can keep the BAP layer related configurations (e.g., BAP address, BH RLC CH configuration, IP address of the source path) and the F1-U tunnels over the source path on per-BH RLC CH basis. 

· RRCReconfiguration message transfer for descendant IAB nodes during intra-donor migration
When the migrated IAB node has multiple descendant IAB nodes, those IAB nodes should be migrated almost at the same time to reduce the service interruption since such migration may result in IP address change.  In last meeting, the solution of buffering RRCReconfiguration was discussed, i.e., the IAB donor CU can pre-send RRCReconfiguration message to the parent node of each descendant node; when certain condition is satisfied, such message can be sent to the descendant node. For the top level migrated IAB node, the condition can be success access to the target parent node. While for other descendant nodes, since RACH procedure is not needed, such condition can be the collocated IAB-MT part of each descendant node receives the RRCReconfiguration message. The Fig. 1 gives one example. In Step 1&Step2, the RRCReconfiguration messages for Descendant node 1 and Descendant node 2 are sent to migrated IAB node and Descendant node 1, respectively, with a Delay Sending Indication.  After success RACH of migrated IAB node, it can send RRCReconfiguration message to descendant node 1 in step 6; then, descendant node 1 can send the RRC message of Descendant node 2 at step 6.  With this method, the descendant nodes can be switched to the target path almost at the same time as the top level migrated IAB node, and the service interruption time can be reduced similarly as the top level migrated IAB node. 
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Fig. 1 Delay transmission of RRCReconfiguration message

Proposal 2: the IAB-DU can delay transmission of RRCReconfiguration message when certain condition is satisfied, e.g., success RACH at top level migrated node, receive RRCReconfiguration message by the collocated IAB-MT at the descendant node(s).  
· Intra-donor CHO

The main purpose of CHO is to recover the failure quickly during the handover case, which requires that several target paths should be pre-prepared. From procedure point of view, the legacy procedure can be reused, except the additional BAP related configurations. The potential problem is how to deal with the resource reservation for multiple target paths. Different from a single UE, the CHO for IAB node needs more resource reservation is needed. On one hand, the resource reservation can facilitate RLF recovery; on the other hand, such reservation may cost too much resource for the on-going service. Thus, we may need discuss how to reach the balance between fast recovery for IAB node and on-going service. In our understanding, since this is intra-donor CHO, the donor CU can selectively perform the resource reservation, e.g., reserve resource for important DRB, fake resource reservation, etc. In other words, the IAB donor CU implementation can reach the balance between fast recovery and resource reservation. 
Proposal 3: the legacy CHO procedure can be reused, and the IAB donor CU can balance the fast recovery and resource reservation by implementation. 

· UL packet loss
In last meeting, RAN3 agreed to support the inter-donor-DU re-routing, which can solve the UL packet loss due to the source IP filtering. However, the source IP filtering is configured by the operator. So, we face the situation that the inter-donor-DU re-routing cannot support at the donor DU due to the mandatory implementation of source IP filtering for the sake of security. Thus, we need the alternative solution for UL packet loss. One candidate is UL DDS. The pre-condition of UL DDS is the accessing IAB node will buffer the packets till the UL DDS confirms the success reception at the IAB donor CU. However, we are wondering if such buffering operation is always needed, and the UL DDS is always needed since those will consume the resource of IAB node and the BH link (UL DDS transmission). In normal case (e.g., non-migration), the UL packet loss will not happen; or the inter-donor-DU re-routing is enabled.  Thus, the UL DDS can be enabled when inter-donor-DU re-routing cannot be used. 

Proposal 4: to combat the UL packet loss, the UL DDS can be applied when the inter-donor-DU re-routing is not applicable, and the enabling of UL DDS can be configured to the IAB node to enabling the packet buffering. 
· Unnecessary packet transmission
During the migration procedure, the on-the-fly packets may cause the unnecessary transmission:

· If those packets are continuously transmitted without any change, the destination node will not receive them since the destination node is migrated. Thus, such continuously transmission becomes to be unnecessary. 

· If those packets are dropped immediately as long as migration occurs for the IAB node itself or for ascendant node, those packets will be retransmitted from the source node. Thus, the retransmission at some nodes, which had sent those on-the-fly packets to the next-hop successfully, can be considered as unnecessary.   

Such unnecessary transmission cause the resource waste over the IAB network. To resolve this issue, the solution should be able to resume the transmission of those on-the-fly packets at the intermediate nodes.  For DL packets, the destination IAB node can keep the old configurations of source path till the final on-the-fly packet is received. In this method, the top-level migrated IAB node can add a final packet indication in the final on-the-fly packet. For UL, inter-donor-DU re-rerouting can solve the problem as we discussed in [1]. 

Proposal 5: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path till the final on-the-fly packet indication is received.  

3 Conclusions
In this contribution, we discuss the service interruption reduction for intra-donor IAB node migration, and propose:
Proposal 1: to support the DL transmission over the source path, IAB-MT part can keep the BAP layer related configurations (e.g., BAP address, BH RLC CH configuration, IP address of the source path) and the F1-U tunnels over the source path on per-BH RLC CH basis. 

Proposal 2: the IAB-DU can delay transmission of RRCReconfiguration message when certain condition is satisfied, e.g., success RACH at top level migrated node, receive RRCReconfiguration message by the collocated IAB-MT at the descendant node(s).  
Proposal 3: the legacy CHO procedure can be reused, and the IAB donor CU can balance the fast recovery and resource reservation by implementation. 

Proposal 4: to combat the UL packet loss, the UL DDS can be applied when the inter-donor-DU re-routing is not applicable, and the enabling of UL DDS can be configured to the IAB node to enabling the packet buffering. 

Proposal 5: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path till the final on-the-fly packet indication is received.  

Reference 
[1] R3-210221, Discussion on inter-donor-DU local re-routing in Rel-17 IAB, Samsung, RAN3#111e
_1672171851.vsd
IAB donor CU


Source donor DU


Source IAB node 1


Target  donor DU


Target IAB node 1


Migrated IAB node


Descendant node 1


Descendant node 2


Step 1: F1AP: DL RRC MESSAGE TRANSFER (incl. RRCReconfig @ Descendant node 1, Delay Sending Indication)


Step2: F1AP: DL RRC MESSAGE TRANSFER (incl. RRCReconfig @ Descendant node 2, Delay Sending Indication)


Step 3:F1AP: DL RRC MESSAGE TRANSFER (incl. RRCReconfig @ Migrated IAB node)


Step 4: RRC: RRCReconfig @ Migrated IAB node


Step 6:RRC: RRCReconfig @ Descendant node 1


Step 7: RRC: RRCReconfig @ Descendant node 2


Step 5: success RACH



