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1 Introduction

This document lists all the e-mail discussions set up in the Chairman’s Notes, for the delegates’ convenience.

In case of discrepancy, the Chairman’s Notes are to be taken as reference.

Please double-check the Tdoc numbers against the official Tdoc list maintained by the RAN3 secretary.
2 List of E-mail Discussions, per Agenda Item
(sorted by Agenda Item for convenience)

8.3.1

	CB: # 1_QoSmonURLLC

ZTE

Add “stop” value in the QoS Monitoring Request IE in order to support Full control of QoS monitoring
SS

Adding reporting frequency to F1AP specification to support the RAN part delay reporting is required. 

The indication of UL D1 delay reporting capability is required to inform UPF or SMF.
E///

Introduce a flag in UL PDU SESSION INFORMATION and ASSISTANCE INFORMATION DATA messages to indicate if a reported UL Delay Result includes D1 measurement or not.

measurement frequency for packet delay is up to RAN implementation.

HW

configure the reporting frequency to the gNB-DU via F1AP.

Indicate the absence of D1 delay in RAN part delay reporting data frame over NG-U
- Whether to impact UP protocol? (NG-U, Xn-U)

- F1AP impacts?

- other AP impacts?

- revise/merge CRs as needed
(E/// - moderator)

Summary of offline disc R3-210954


8.3.2

	CB: # 2_QoSflowMob_endmarkers
Nok,E///

to avoid multivendor interoperability issue, specify also for Xn from MN to SN whether the end marker packets are generated with or without QFI
HW,DT

use end marker without QFI for the data forwarding of the offloaded QoS flows between MN and SN
- converge, merge/revise

(Nok - moderator)

Summary of offline disc R3-210955


8.3.3

	CB: # 3_SRS-RSRPinfo_xch
ZTE

introduce UE-UE-CLI_detection IE into Served Cell Information NR in XnAP; liaise back RAN2

- discuss and check details; revise as needed
(ZTE - moderator)

Summary of offline disc R3-210956


8.3.5

	CB: # 4_QoSupdate@XnHO
HW,E///,ZTE,CATT,SS

Add the following in the PATH SWITCH REQUEST ACKNOWLEDGE message in TS 38.413:

- Uplink CN PDB

- Downlink CN PDB

- Downlink Burst Arrival Time

The NG-RAN uses the PDU Session Resource Notify message to notify that the updated QoS parameters during the Path Switch Request procedure are not successfully accepted by the NG-RAN node.
- discuss and check details; revise as needed
(HW - moderator)

Summary of offline disc R3-210957


8.3.6

	CB: # 5_FullSlotTDD
RAN2 is providing feedback on RRC signaling over Uu. RAN2 believes it is still up to RAN3 to decide what to do for the relevant network interfaces.

QC,ZTE

Introduce an optional Half Slot Index IE in Intended TDD DL-UL Configuration NR IE to specifies the format of each half slot
HW

Slot formats 46-55 defined in TS38.213 are not supported in TDD UL-DL configuration.

no need to support half-slot in TDD UL-DL configuration.
- note LS

- whether to add corresponding signaling to Xn?

- collect further company positions; check details
(QC - moderator)

Summary of offline disc R3-210958


9.2.1
	CB: # 6_RATtypeHandling
HW,CMCC,VF,TIM,CT,DT

introduce abnormal conditions that the CN shall fail the S1/NG setup procedure if the CN does not support any one of the RATs provided by the RAN node and introduce cause value “no supported RAT”.

Include the supported RATs of the CN to RAN in NG/S1 SETUP RESPONSE and AMF/MME CONFIGURATION UPDATE.
ZTE

“Not supported RAT” failure cause is not necessary in S1AP/NGAP procedure
- further check details
(HW - moderator)

Summary of offline disc R3-210959


9.3.2

	CB: # 7_OverlappingBandsF1AP
RAN2: updating band during RRC connection setup or RRC connection resume phase is not supported; SelectedBandCombinationIndex field itself cannot unambiguously indicate a specific band of serving cell
ZTE

Extend the scope of the Selected BandCombinationIndex IE, CRs in R3-20XXXX/XX should be agreed according to the LS reply from RAN2.

whether additional text description is needed for UE Context Setup procedure needs to be further confirmed by the group.
Nok

Extend the scope of the Selected BandCombinationIndex IE to signal a request to change the band selection to the gNB-CU. 

The update of Measurement Object values due to a change in the selected band is carried out via a gNB-CU initiated UE Context Modification Update procedure.

E///,Vz

actual band chosen by the gNB-DU is signalled over F1 by the gNB-DU to the gNB-CU.

servingCellMO (serving cell measurement object) chosen by the gNB-CU for a given cell remains the same, but it is associated to the band for that cell that the gNB-DU selected
HW

If network decides to change the frequency band initially selected by UE, it should be the CU to make the decision
- note LS

- positions are not far; attempt to converge

- merge/revise CRs as needed; check details

- reply LS needed?
(ZTE - moderator)

Summary of offline disc R3-210960


9.3.3

	CB: # 8_ASrekey_EmergencyFallback
Nok

specify abnormal condition for NG-RAN node to fail the procedure with UE Context Modification Failure
HW

leave the NG-RAN node handling for such rare and abnormal case to implementation
E///,ZTE

NG-RAN node shall only handle the Emergency Fallback in case it is requested together with AS Re-keying in the same UE context modification message; liaise back SA2

CATT

In case of collision between emergency fallback and AS re-keying, NG-RAN should succeed the UE Context Modification procedure, and indicate AMF AS re-keying is failed due to the collision of the procedures.

An indication should be introduced in the UE CONTEXT MODIFICATION RESPONSE message to indicate the failure of AS re-keying procedure due to the collision.
- consensus for “light” approach / leaving to implementation

- check details
(E/// - moderator)

Summary of offline disc R3-210961


9.3.4.1

	CB: # 9_DirectDataFwd_E1
Nok

target CU-CP requests per QoS flow list data forwarding information towards target CU-UP and target CU-UP provides corresponding data forwarding tunnel information during Bearer Context Setup procedure
SS,LGU+

add QoS Flows to be updated IE to the E1AP BEARER CONTEXT MODIFICATION REQUEST message
CATT,CT,ZTE

same solution for inter-system HO and intra-system HO i.e. introduce a new structure Data Forwarding Request list IE in E1 interface to enable the target CU-CP request data forwarding tunnel according to the flow to E-RAB/DRB mapping in source side in Bearer Context Setup Request message. The target CU-UP provides the data forwarding tunnel in the response message accordingly via Data Forwarding Response list IE.

If a split gNB is used both as source SgNB and target gNB, the Bearer/UE context modification procedures should be used on the F1 and E1 interfaces.

add Data Forwarding Request list IE into the PDU Session Resource To Setup Modify Item IE and add Data Forwarding Response list IE into the PDU Session Resource Setup Modify Item IE in Bearer Context Modification procedure.
E///

It is not possible to use the Bearer Context Modification procedure in the target gNB-CU-UP for inter-system handover with shared (S)gNB 

Use BEARER CONTEXT SETUP in the target gNB-CU-UP for inter-system HO when the source and target gNB-CU-UP for the shared disaggregated (S)gNB are the same

Further discuss the support of intra-CU-UP data forwarding in case of inter-system handover with shared (S)gNB
(Nok - moderator)

Summary of offline disc R3-210962


9.3.4.2

	CB: # 10_DirectDataFwd_DC-CAmobility
CATT,CT,QC,CMCC

If no agreement possible, check with SA5 whether it is possible for all eNBs involved in EN-DC operation to be configured with information on whether direct data forwarding tunnel is available or not between two neighbor gNBs.

source MN uses the same procedure as SCG configuration retrieval towards SN to retrieve information on whether direct data forwarding is available or not.

introduce a new direct data forwarding availability query IE in SgNB Modification Request message and direct data forwarding availability result IE in SgNB Modification Response message. 

let source MN trigger S-NG-RAN node modification procedure to source S-NG-RAN node to retrieve information on whether direct data forwarding is available or not.

introduce a new direct data forwarding availability query IE in S-NG-RAN node Modification Request message and direct data forwarding availability result IE in S-NG-RAN node Modification Response message.
QC,CATT,CT

consider the various assumptions, based on possible OAM configurations, provided for direct data forwarding in inter-system handover scenarios, and to discuss on a way forward as to which assumptions are suitable.

Based on the assumptions, the proposed solutions for the signaling support to enable DL direct data forwarding all involve standards changes.
HW,SS

unified solutions for inter-system and intra-system involving MR-DC direct data forwarding;
Introduce the signalling based solution for direct data forwarding for handover involving MR-DC in Rel-16 (NGAP and XnAP impact)

- OAM vs. signaling support?

- If no agreement, consensus that OAM is always possible and close discussion

(QC - moderator)

Summary of offline disc R3-210963


9.3.4.3

	CB: # 11_DirectDataFwd_PDCP_SN_4G-5G_HO
Nok

X2AP impact: Add an indicator to the SN Release procedure to indicate if the numbering is to be removed for forwarding
HW,CATT

St2 impact: Update info note so that it is not applicable to handover from EPC to 5GC
E///

E1AP impact: target CU-UP should be aware that the Bearer Context Setup procedure is associated to an inter-system HO
SS

E1AP impact: add PDCP SN Discard Required IE to the E1AP BEARER CONTEXT Modification REQUEST message
- is st2 clarification enough or is st3 impact needed? If so, which AP?

(HW - moderator)

Summary of offline disc R3-210964


9.3.5

	CB: # 12_LTE-NR RelTiming
CT,QC,ZTE,CATT

LTE->NR direction needs to be supported in Rel-16.

Both SFTD format and SFN0 offset with respect to common reference time should be supported in standard.
E///

Knowledge of the SFN0 start time with respect to an absolute time reference is needed for NR cells and for LTE cells.  A single solution should be selected for both LTE and NR cases.

define the SFN0 start time with respect to the common initialization time as 1980-01-06T00:00:19 International Atomic Time (TAI). This maintains alignment with the specifications in TS38.401.

signal as part of the served cell information, over the X2 and Xn interfaces, the SFN0 time offset with nanoseconds granularity and with respect to the initiation time  1980-01-06T00:00:19 International Atomic Time (TAI) 

SFTD measurement results are not signaled over the X2/Xn interface
HW

exchange SF0 starting time info, or SF0 offset (between starting time and absolute timing reference point) over Xn
- consensus for exchanging SF0 start time; suggest trying to converge around this

- common solution for LTE and NR?

- F1AP impact?

- check details; merge/revise as needed
(E/// - moderator)

Summary of offline disc R3-210965


9.3.6

	CB: # 13_LosslessIntraSysHO_CP-UPsplit

Nok

The solution for lossless intra-system HO mobility for disaggregated architecture shall support scenarios involving QoS flow to DRB remapping during handover

AltB and AltC should be supported by standards for the disaggregated case to be on par with the aggregated case.

Introduce an explicit data forwarding completion indication for AltB to have performance on par with the aggregated case.

Introduce an explicit data forwarding completion indication from CU-UP to CU-CP for AltC as well to enable CU-CP to trigger the release unnecessary resources in a timely manner.

Introduce changes at E1 to support Alt C in backward compatible manner.

SS,HW,LGU+,CT,Intel

To have the same performance for aggregated and dis-aggregated scenario, Sol1 should be supported for dis-aggregated scenario.

add “Qos Flows Information To Be Updated” to the E1AP BEARER CONTEXT SETUP REQUEST messge.
CATT

introduce a new structure Data Forwarding Request list IE in E1 interface to enable the target CU-CP request data forwarding tunnel according to the flow to DRB mapping in source side in Bearer Context Setup Request message. The target CU-UP provides the data forwarding tunnel in the response message accordingly via Data Forwarding Response list IE
ZTE

Sol2 is able to guarantee the lossless handover without any impact on the existing specification
- is sol2 enough? If not, consensus for sol1? Multiple alternatives? Which release?
(SS - moderator)

Summary of offline disc R3-210966


9.3.7

	CB: # 14_MobRestr_SNadd

Nok

st2 impact: Clarify that the target/new NG-RAN node shall use the information contained in the 5GC Mobility Restriction List Container IE to replace the information contained in the Mobility Restriction List IE (except for the Serving PLMN and the Equivalent PLMNs)
Introduce in both E-UTRAN and NG-RAN

HW

st3 impact: introduce 5GC Mobility Restriction List Container IE in the following XnAP messages:

-
S-NODE ADDITION REQUEST

-
S-NODE MODIFICATION REQUEST

introduce EPC Handover Restriction List Container IE in the following X2AP:

-
SGNB ADDITION REQUEST

-
SGNB MODIFICATION REQUEST
E///

st2 impact: correct ambiguous wording in st2 on the 5GC Mobility Restriction List Container IE
abstain from including 5GC Mobility Restriction List Container IE in the S-NODE ADDITION REQUEST message.
- st2 impact sufficient? If so, needed for NG-RAN and also for E-UTRAN?; Which release?

- check details; merge/revise as needed
(Nok - moderator)

Summary of offline disc R3-210967


9.3.8.1

	CB: # 15_IAB_Rel16Corrections
- check details; revise as needed
(QC - moderator)

Summary of offline disc R3-210968


10.1

	CB: # 1000_SONMDT_BLCRs

- Work plan is noted

- BL CRs are endorsed

(CMCC - moderator)

Summary of offline disc R3-210988


10.2.1.1

	CB: # 1001_SONMDT_PCISelect

- Discuss and attempt to agree the stage-2 TP

(HW - moderator)

Summary of offline disc R3-210989


10.2.1.3
	CB: # 1002_SONMDT_SuccessHO

- UE Assistant Identifier

- UP information

- Use of SHR to optimize the selection of candidate target cells in CHO

- If possible, provide an agreeable TP

(CT - moderator)

Summary of offline disc R3-210990


10.2.1.4

	CB: # 1003_SONMDT_UEHist

- SN maintains the UHI? MN maintains UHI when SN does not exist?
- Which messages (and how) are used: MN-initiated modification or release procedures, SN-initiated modification or release procedures, SN addition procedure, inter-MN handover with/without SN change procedure, MN to eNB/gNB change procedure, eNB/gNB to MN change procedure, etc.
- Access and Mobility Indication is used to transfer SN UHIs?

- Handover Report should be enhanced to indicate SN change PP to SN, including SN UHIs received by MN?

- Independent SN UHI vs. association between MN UHI and SN UHI (or merged MN and SN UHI)

- Whether to include Cell type 

- Whether to include originating node of the PSCell

- Whether to include Time spent without SCG

- Whether to include PSCell history information with the list of visited PScells for each last visited PCell

- Whether to include time stamp in UE history information

- Encoding of UHI

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(CATT - moderator)

Summary of offline disc R3-210991


10.2.1.5

	CB: # 1004_SONMDT_LoadBalancing

- PRBs utilization per slice?

- NUL and SUL reporting?

- Reporting of load information of potential target PSCell from other eNBs in EN-DC?

- Reporting of load of the initial BWP separately from the overall load?

- Information of RRM policy for slicing reporting?

- BWP load reporting?

- Slice specific offset in MSC exchange reporting?

- Per-SSB offset in Mobility Setting Change reporting?

- Reporting of per-cell list of cell identifiers of cells that can be used for resource aggregation

- For reporting over Xn, the lowest TNL Information value (in terms of available capacity) between F1 and NG interfaces is to be reported?

- Which interfaces are applicable when a gNB provides TNL Load Information over Xn and X2?

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(Nok - moderator)

Summary of offline disc R3-210992


10.2.1.6

	CB: # 1005_SONMDT_SNChangeFail

- MRO definitions

- For SN-initiated PScell Change failure, which node performs initial analysis? 

- Xn message definitions (new or enhance existing one)

- LS to RAN2 

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs and draft LS in the second phase of the email discussion

(SS - moderator)

Summary of offline disc R3-210993


10.2.1.7

	CB: # 1006_SONMDT_RACH

- SN indicates the availability of RACH report of a set of UEs?

- Xn: Access and Mobility Indication is enhanced to deliver RACH reports for specific UEs identified by SN?

- RACH failure rate in Xn

- “NR Cell PRACH Configuration” IE is added to “NR Neighbour Information” for TS 36.423 with information about the location and bandwidth of carriers, the TDD pattern and the number of SSB?

- Assistance information from gNB-CU for conflict resolution?

- F1 signaling indication about conflicting cells?

- DU indicates to the CU the occurrence of RACH for cases when the RACH procedure is not known to the gNB-CU?

- Neighbor PRACH Configuration in F1 SETUP RESPONSE?

- Maximum 512 neighbor PRACH Configurations sent from gNB-CU to gNB-DU?

- Trigger from gNB-DU to gNB-CU for retrieval of a UE RACH Report?

- RACH failure rate in F1

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(Nok - moderator)

Summary of offline disc R3-210994


10.2.2

	CB: # 1007_SONMDT_CCO

- Which node (CU or DU) detects CCO issues

- F1 signaling for resolution of CCO issues

- Cell level and beam level CCO information?

- Range of cell coverage states is 0..31?

- NG-RAN node to inform neighbor NG-RAN nodes about CCO issues?

- Forwarding of MDT information?

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(HW - moderator)

Summary of offline disc R3-210995


10.2.3

	CB: # 1008_SONMDT_InterSystemEnergy

- Minimum activation time?

- NG-RAN node preventing camping and handovers?

- Cell status information in Inter-System SON Information Report message in S1AP and NGAP?

- Applicability of new state for intra-system energy saving

- May also discuss other issues based on papers submitted

- Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(CMCC - moderator)

Summary of offline disc R3-210996


10.2.4

	CB: # 1009_SONMDT_InterSystemLoad

CAC is enough? Other parameters (PRB utilization, Number of RRC connections, Number of active UEs, TNL Load, Hardware Load, etc.)?

Load information in HO signaling?

New threshold-based method?

May also discuss other issues based on papers submitted

Try to reach high-level agreements in the first phase, proceed to TPs in the second phase of the email discussion

(E/// - moderator)

Summary of offline disc R3-210997


10.2.5

	CB: # 1010_SONMDT_2StepRACH

- Alternatives for the coordination of scrambling sequence generation among gNBs

- Timestamp associated with each RA attempt?

- Indication of whether backoff was applied?

- msgA-TransMax16 in the feedback information?

- RA purpose (raPurpose-r16)?

- LS to RAN2

(E/// - moderator)

Summary of offline disc R3-210998


10.2.6

	CB: # 1011_SONMDT_MobEnh

DAPS

- Case 3 and 8? Other scenarios?

- Mixed scenario of case 1 and case 6: HOF@Target->report DAPS HO failure@src->RLF@src?

- Scenario where a successful HO is followed by a DASP HO?

- DAPS specific failure types?

- MRO for successful DAPS handover?

- Which Xn messages to use?

- What information should be included in the RLF report for DAPS HO MRO?

CHO

- CHO failure types

- Candidate cell list?

- CHO execution condition(s)?

- Time since CHO configuration to immediate HO trigger?

- Time UE have stayed in source cell?

- Time between the first CHO execution and the latest CHO command received?

- Successful CHO recovery related information?

- Whether the execution condition associated with CHO recovery cell is met or not?

- Two consecutive failures in CHO

- Optimization of the number of prepared cells

- Which Xn messages to use?

LS to RAN2
May also discuss other issues based on papers submitted

Try to reach high-level agreements in the first phase, proceed to TPs and draft LS in the second phase of the email discussion

(Lenovo - moderator)

Summary of offline disc R3-210999


10.3.2.1

	CB: # 1012_SONMDT_MDTEnh

- IDC indication?

- Polluted Measurement Indicator?

- Propagation of signaling and management based MDT configuration

- “Measurement-Affect-Indicator”?

- E-CID?

- LS to RAN2

- LS to SA5

(ZTE - moderator)

Summary of offline disc R3-211000


13.2.1.1

	CB: # 34_IAB_MigrationProcedureDetails

QC

Include the TP for inter-donor IAB-node migration procedures using Xn handover into BL CR to TS 38.401. 

NR-DC to be baseline for simultaneous inter-donor connectivity for the support of load balancing, robustness and reduction of service interruption.

RRC Reestablishment procedure is baseline for inter-donor BH RLF recovery.

discuss intra-donor CHO until further progress has been made with inter-donor IAB-node migration using Xn handover procedure.
Intel

Due to the increased complexity of a dual logical IAB-DU or dual IAB-DU solution, continue to discuss solution based on opt1 and opt2 that does not require two logical IAB-DU or dual IAB-DU at the migrating node, where:

Opt1: Migrate the migrating IAB node first, then its descendent.

Opt2: Migrate the migrating IAB node’s descendent first, then the IAB node itself.

Use the full migration top-down sequence approach (baseline solution) for inter-CU RLF recovery.
KDDI

The data forwarding route from the source IAB-donor to the source IAB-DU via the connection between the target IAB-donor and the target IAB-DU should be studied. 

with top-down sequence, after IAB-MT migration, the source IAB-DU uses new BAP addresses configured to IAB-MT for its BAP routing.

after IAB-MT migration, migrating IAB node has two types of IP addresses, one for source IAB DU and the other for target IAB DU.

IP address to BAP address mapping mechanism should be considered while UE’s packet is forwarded by the target IAB-donor and the target IAB-DU.  
Fuj

In migration procedure for BH RLF recovery, the old F1-C should be redirected to the new donor DU after the IAB-MT re-establishes to the new donor in the same way as intra-donor RLF recovery.

To reduce the service interruption, the new donor can update the BAP routing, BH RLC channel for F1-U as well as the TNL address for F1-U when the IAB-MT re-establishes to new donor through RRC message. 

For inter-donor RLF recovery, RAN3 should support two options for new F1-C setup. 

- In top-down sequence of full migration, the new F1-C should be set up just after the IAB-MT re-establishes to the new donor. 

- In top-down sequence of gradual migration, new F1-C can be set up a while after the IAB-MT re-establishes to the new donor. The IAB-DU should buffer the handover command messages for UEs/child nodes until the new F1-C as well as the context of UEs/child nodes are set up.

To reduce the service interruption, the updated BAP routing and BH RLC channel for F1-U as well as the updated TNL address for F1-U can be contained in the handover command for IAB-MT.

In top-down sequences of full or gradual inter-donor handover, the old F1-C with source donor should be redirected to the target donor DU after the IAB-MT completes handover.

In top-down sequence of full migration, the new F1-C association can be set up before or immediately after IAB-MT migration. The IAB-node can switch to the operation of new DU as soon as the handover of IAB-MT when the new F1-C has been set up.

In top-down sequence of gradual migration, new F1-C can be set up a while after the IAB-MT migrates to the new donor.

In bottom-up sequence, the old F1-C with source donor needs not be redirected to the target donor DU when the IAB-MT performs handover.

In bottom-up sequence, the new F1-C association should be set up before IAB-MT performs handover and redirected to the target donor DU after the IAB-MT completes handover.

In nested sequence, the old F1-C with source donor needs not be redirected to the target donor DU after the IAB-MT completes handover.

In nested sequence, the new F1-C should be set up before IAB-MT hands over to target donor and redirected to the target donor DU after IAB-MT completes handover.

In nested sequence, the IAB-DU should buffer the handover complete message(s) of the UEs/child nodes until the IAB-MT accesses to the target cell.
HW

support the simple IAB node migration case that only the top-level IAB-MT migrates to the target donor while all the descendent nodes still connect the source donor CU via the new path of the top-level IAB-MT. 

For the case that the “final” stage is all the IAB-node and UEs connect new IAB-donor-CU, narrow down the possible procedure combination as the following three: full-nested, gradual based top-down, and gradual based bottom-up procedures for inter-donor migration.

If all the three possible inter-donor migration procedure combination are allowed, which one is used should be left to donor-CU’s implementation. 

discuss how to support the migration procedure for simultaneous connected IAB-MT, after there are some conclusions on non-DC based migration.
CATT

Topology information of migrating IAB node in source CU is included in Xn handover request message to target CU.

Target CU indicates source CU to release F1 connection between source CU and migrating IAB node.

The above procedure is considered as baseline for inter IAB donor-CU topology adaptation

No need to restrict the timing of F1 setup procedure for IAB node.

Source donor also needs to know backhaul and topology-related information in target CU

Topology-related information exchanges between two donors including BAP addresses at least.

consider which CU send RRC reconfiguration message to descendant nodes and UE.

support both top-down and bottom-up migration of descendant nodes.
ZTE

Source donor CU could obtain re-configured DU cell ID from target donor CU or IAB-DU. 

Downlink F1-C packets between source donor CU and IAB-DU could be delivered via target donor CU or via target donor DU without passing through target donor CU. 

Uplink/Down F1-U packets between source donor CU and IAB-DU could be delivered via target donor DU without passing through target donor CU.

Assuming uplink F1-U packets between source donor CU and IAB-DU are delivered via target donor DU, it should be discussed how could packets with source BAP routing ID be delivered via target path and how to avoid  packets with source IP address allocated by source donor be discarded by target donor DU or routers. 

If downlink F1-C or F1-U packets between source donor CU and IAB-DU are delivered via target donor DU, it should be discussed how to set and obtain the target IP address of these packets and how to configure downlink traffic mapping at target donor DU. 

In gradual migration, IAB-DU transmit updated configurations to UEs via system information modification procedure. In this way, IAB-DU could switch DU cells in the next modification period after receiving the updated configurations from target donor CU.

Uplink F1-C packets between target donor CU and IAB-DU could be delivered via source donor CU or via source donor DU without passing through source  donor CU. 

Uplink/Down F1-U packets between target donor CU and IAB-DU could be delivered via source donor DU without passing through source donor CU.

Assuming uplink F1-C/F1-U packets between target donor CU and IAB-DU are delivered via source donor DU, it should be discussed how could packets with target BAP routing ID be delivered via source path and how to avoid  packets with target IP address allocated by target donor be discarded by source donor DU or routers. 

If downlink F1-U packets between target donor CU and IAB-DU are delivered via source donor DU, it should be discussed how to set and obtain the target IP address of these packets and how to configure downlink traffic mapping at source donor DU. 

For nested full migration, IAB-DU maintain only one F1-C connection with source or target donor CU, i.e. IAB-DU establish F1 connection with target donor CU after releasing F1 connection with source donor CU.

For nested full migration, source cell ID rather than the target cell together with an indicator that the target cell may not yet be available or serving cell is not changed could be included in the XnAP handover request message.

CHO is supported for the migrating IAB node and descendant IAB nodes. 

For inter-donor-DU migration, the descendant IAB nodes need to be configured with default UL-BAP-RoutingID, default UL-BH-RLC-channel, and new IP address  which is included in CHO configuration from donor-CU.

 “DAPS-like” solution should also be applied to descendant nodes and UE during inter-CU migration in IAB.
SS

discussion of the inter-donor migration should focus on the scenario where the IAB-MT of the migrated IAB node has single connectivity capability only. 

multi-MT solution is not considered for inter-donor migration. 

the gradual migration opt1, i.e., IAB-MT migration first and then F1-U migration, is selected as the migration sequence. 

migration is performed as the following sequence:

- IAB-MT of the migrated IAB node performs the migration first. 

- The descendant IAB-MTs executes the migration from top to bottom

- The UE executes the migration after the migration of its accessing IAB node

- For IAB-MT/descendant IAB-MTs/UEs, the RRCReconfiguration message is sent by the source donor CU, while the RRCReconfigurationComplete message sent to the target donor CU, where 

- For IAB-MT, RRCReconfiguration message via source path, while RRCReconfigurationComplete message via target path

- For descendant IAB-MTs, RRCReconfiguration message via source path or target path depending on whether IAB-MT of migrated IAB node finishes migration or not when sending it, while RRCReconfigurationComplete message via target path

- For UEs, both RRCReconfiguration and RRCReconfigurationComplete messages via target path

default BAP configuration (i.e., default BH RLC CH and BAP routing ID) can be configured to the IAB-MT via HO command.  

IAB-DU configurations of migrated IAB node can be partially updated via OAM or target donor CU, where PCI/DL frequency of the in-use cells should be kept, and the F1 SETUP REQUEST message can indicate the cell status information (e.g., in-service, out-of-service).

the concept of separate logical IAB-Dus in the same physical node is a pure implementation issue. 

target IAB donor CU triggers the UE context migration after IAB-MT part accesses to the target IAB donor CU and the F1 interface has been established with the target IAB donor CU. 

the existing HANDOVER REQUEST/RESPONSE message is used for the UE context migration with some additional enhancements on IAB, e.g., ignoring target Cell ID, adding gNB-DU F1AP UE ID, etc.

source IAB donor CU can indicate the end of the UE context migration. 

above procedure is the start point for inter-CU IAB node migration.
Nok

deprioritize the solution that using HO procedure to move UE context to target Donor, when the IAB only have one gNB-DU. 

consult RAN1/2/4 on the feasibility of dual-DU in an IAB node, before discussing the solution using 2 gNB-DUs in one IAB node.  

adopt the solution where UE context remains in source Donor as a starting point for Inter-Donor Topology Adaptation. 

when IAB-MT is simultaneously connected to 2 donors, the UE context and F1-C can remain in the original Donor, when there is a failure of the MCG link or SCG link.  
Gg

discuss the migration sequence and the enhancement needed for the migrating IAB-node and the descendant UE(s) 

discuss indirect F1 interface via the source or target IAB-donor during the gradual inter-donor migration

discuss data forwarding part to reduce service interruption during the inter-donor migration.
E///

For inter-donor load balancing scenarios involving IAB-MTs capable of simultaneous connectivity to two donors, partial traffic offloading between donors is applied, where the IAB/UE contexts are not transferred to the target CU, i.e., they remain in the source CU.

For inter-donor RLF recovery scenarios involving IAB-MTs capable of simultaneous connectivity to two donors, partial traffic offloading between donors is applied, where the IAB/UE contexts are not transferred to the target CU i.e. they remain in the source CU.
*****

- Prioritize intra-donor over inter-donor?

- Opt1 (Migrate the migrating IAB node first, then its descendant) vs. Opt2 (Migrate the migrating IAB node’s descendant first, then the IAB node itself) – if a selection is not possible: specify both? Leave order to implementation?

- Maintain contexts in the source donor?

- Whether/how to capture the case with 2 simultaneous donors?

- Whether/how to capture the case with 2 DUs in the same IAB node? Implementation, i.e. no need to specify?

- align discussion with CB 35 (related topic)

- attempt st2 TP
(QC - moderator)

Summary of offline disc R3-211001


13.2.1.2

	CB: # 35_IAB_CHO-DAPS

CATT

Descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node executes CHO.

Migrating IAB node sends BAP indication message to child node to indicate which set of configuration is validated by child node. 

further discuss child node CHO in inter-CU migration.

further analyze the two “DAPS-like” scenarios.
E///

If RAN3 sees the need to address the RLF case, the regular reestablishment procedure should be used. To reduce the interruption time due to context fetching, the source CU can early provide (i.e. before the RLF occurs) the target CU with all the IABs/UEs contexts potentially involved.

CHO can be used as specified in Rel-16 and should not be further enhanced.

legacy Rel-16 DAPS cannot be directly applied to IAB nodes.

A DAPS-like solution (i.e., Dual IAB Protocol Stack DIPS) is introduced for addressing load balancing (both DL and UL) and RLF.

DIPS is based on: 

a. Two independent protocol stacks (RLC/MAC/PHY)

b. One or two independent BAP entities with some common and some independent functionalities.

c. Each CU allocates its own resources (e.g., addresses, BH RLC channels, etc.) without the need for coordination, and configures each protocol stack.
*****

- RRC Reestablishment procedure is baseline for inter-donor BH RLF recovery?

- No need to enhance Rel-16 CHO for IAB?

- align discussion with CB 34 (related topics)
(CATT - moderator)

Summary of offline disc R3-211002


13.2.2

	CB: # 36_IAB_Reduction_of_SrvInt

CATT

Parent node reconfigures itself until it receives a RRC reconfiguration complete message from child node.

Introduce an indication message to child node to trigger TNL redirection procedure after parent node migration complete.

consider the TNL redirection procedures for all IAB nodes go on simultaneously.

Extend Xn HO req message to a per topology signaling to request the migration of all IAB nodes and UEs.

Introduce ctxt list in migration request message.

Ctxt list includes:

- ctxt of migrating IAB node and its descendant node(s)

- UE ctxt of UE(s) under the migrating IAB node 

- UE ctxt of UE(s) under the descendant node(s) of migrating IAB node

consider other signaling to replace the ctxt setup procedure for child nodes and UEs between parent nodes and target CU.

consider the enhancement to reduce packet loss and unnecessary transmission.
SS

to support DL transmission over the source path, IAB-MT part can keep the BAP layer related configurations (e.g., BAP address, BH RLC CH configuration, IP address of the source path) and the F1-U tunnels over the source path on per-BH RLC CH basis. 

IAB-DU can delay transmission of RRCReconfiguration message when certain condition is satisfied, e.g., success RACH at top level migrated node, receive RRCReconfiguration message by the collocated IAB-MT at the descendant node(s).  

legacy CHO procedure can be reused, and the IAB donor CU can balance the fast recovery and resource reservation by implementation. 

to combat the UL packet loss, the UL DDS can be applied when the inter-donor-DU re-routing is not applicable, and the enabling of UL DDS can be configured to the IAB node to enabling the packet buffering. 

to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path till the final on-the-fly packet indication is received.  
QC

revisit descendant-node reconfiguration before IAB-MT handover due to potential failure conditions.

discuss viable procedures for descendant-node reconfiguration via source path.

discuss procedures for concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time.

Extend the NR-UP protocol to support uplink data delivery status reports to enable recovery of packet loss during intra-donor migration.

consider local rerouting to reduce packet loss in intra-donor topology adaptation.

liaise RAN2 on the local rerouting to reduce packet loss in intra-donor topology adaptation.
Intel

Immediately upon receiving the RRCReconfiguration message from source path, the parent IAB node should stop granting further UL transmission to its descendant node
Fuj

consider the following options for F1AP enhancement:

- Indicating to migrating node to reuse the old context as the new context of UEs/child IAB-MTs during F1 setup procedure; or

- Indicating to migrating node to reuse the old context as the new context of UEs/child IAB-MTs by UE context modification procedure.

RRC indication should help the migrating node to differentiate whether the TNL address added is for old F1-C or new F1-C.
Nok

discuss whether the conditional RRC message delivered via the source path is stored in the migrating IAB-DU or delivered to descendant IAB-nodes.

use MOBIKE to reduce the service interruption during inter-Donor-DU topology adaptation.
HW

In Rel-17, IAB-node still perform RRC Re-establishment for BH RLF recovery. 

take the procedure shown as a baseline for the inter-CU BH RLF recovery.

study the mechanism for IAB-DU recovery (e.g. F1 connection re-establishment, rather than setup) in inter-donor-CU RLF recovery case, to avoid signaling storm in F1 interface between IAB-DUs and new IAB-donor-CU and avoid long term service interruption for connected UEs.

discuss behaviors of the descendent IAB-nodes/UEs of the IAB-node recovering to a new IAB-donor-CU via new path, in the following two aspects:

- How can descendent IAB-nodes and UEs be aware of the CU change? 

- Whether descendent IAB-nodes and UEs should re-establish to new IAB-donor-CU with the recovery IAB-node?
AT&T

A new F1AP-based IAB parent migration indication should be introduced, possibly as part of the CU to DU RRC Information IE to be used for indication of parent IAB node migration to descendant nodes.

The proposed F1AP-based IAB parent migration indication should be used to trigger buffering of RRCReconfiguration at the parent IAB-DU of descendant IAB node.  

The RRCReconfiguration message buffered at the parent IAB-DU of descendant IAB node should be released and delivered when the IAB-MT collocated with the parent IAB-DU of descendant IAB node receives its own RRCReconfiguration message.

Discuss procedures to perform concurrent migration of F1 associations of descendant IAB nodes to new TNL addresses along the target path after successful RRC reconfiguration of descendant IAB nodes to reduce service interruption time.
ZTE

Rel-16 re-routing mechanism is reused in intra-donor DU migration scenario. 

If inter-donor DU local re-routing is not applicable, the solution of re-transmitting by UE (e.g. delayed RLC status) or re-transmitting by access IAB node (e.g. UL DDS) could be considered. 

the procedure given is taken as baseline for inter-CU BH RLF recovery.

introduce a new XnAP procedure for transmitting the IAB-DU context and F1AP UE context, which is stored at the old IAB-donor-CU from the old IAB-donor-CU to the new IAB-donor-CU.

same mechanism is used in both inter-donor migration and RLF scenario to F1-C migration between the migrating/recovery IAB-DU and the target/new donor CU.

determine which procedure (RRC Re-establishment or HO) is baseline for updating AS security for descendant nodes of the IAB-node performing inter-CU recovery and consider above options as candidates to update AS security for descendant nodes.
E///

study solutions for inter-donor RLF recovery, where resource reservation is not done in advance. 

To avoid packet losses and, consequently, unnecessary UL/DL transmissions during migration, IAB nodes may be provided with the new configuration/actions which is/are executed when an indication (e.g. via BAP or F1AP) is provided to the IAB nodes.
*****

- XnAP aspects: ctxt list in XnAP message? (“group HO”?) New XnAP procedure?

- F1AP aspects: migration indication?

- Behavior w.r.t. reception of RRC reconfiguration?

- Any UP aspects?

- How to update AS security info to descendants?
(Nok - moderator)

Summary of offline disc R3-211003


13.2.3
	CB: # 37_IAB_TopoRed

SS etc.

Agree CR on F1-C traffic transfer over Xn. 

the node terminating F1-C should determine the F1-C transfer path.

Depending on RAN2 progress, the additional functionality for non-donor CU is to deliver the IABOthereInformation to donor CU for IP address configuration.  

Change WA to agreement to support the following two scenarios for inter-donor topology redundancy:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

the F1 interface of the boundary IAB node and its descendant node(s) can be terminated to the MN. 

For inter-donor topology redundancy, the granularity for F1-U and F1-C traffic is F1-U tunnel and TNL association, respectively. 

The BAP header rewriting via BAP routing ID mapping configuration can be applied to support the traffic transmission across two topologies.

the boundary IAB node and the descendant IAB nodes should be allocated two sets of IP address(es), and each set is anchored to the donor DU of one topology.

multi-MT solution is not considered for topology redundancy.  
QC

discuss which of the IAB-MT’s MN or SN determines whether topological redundancy or CP-UP separation is applied for an IAB-node that uses NR-DC.

For CP-UP separation, discuss which of the IAB-MT’s MN or SN determines whether scenario 1 (F1-C via MN, F1-U via SN) or scenario 2 (F1-C via SN, F1-U via MN) is applied for an IAB-node that uses NR-DC.

discuss whether topological redundancy should include the transport of traffic via two or more boundary nodes or otherwise how to avoid such a scenario.

consider BAP routing across multiple IAB-donor topologies.

discuss use of a common BAP routing ID for BAP routes that cross a topology boundary vs. concatenation of BAP routes with topology-specific BAP routing IDs at the topology boundary.

For inter-topology BAP routes that use a common BAP routing ID, consider inter-donor coordination of BAP routing IDs vs. global scope BAP routing entries to avoid BAP-name-space collisions.

To support inter-topology BAP route concatenation, consider BAP header rewriting vs. IP routing.

discuss bearer mapping rules for transport across multiple topologies.
Nok

enhance Xn interface to enable the transfer of F1-C traffic. 

OAM can configure the IAB to only have F1 with MN or SN. When both set of parameters are configured in the IAB, it is up to IAB to select a Donor for F1 setup.  

both Donors allocate the BAP address to the IAB node. 

Inter-Donor Routing needs to be supported. 

It is the IAB Donor who host the F1 interface for the IAB node determine the load balancing between the two legs. 

Introduce a new XnAP procedure to support inter-Routing.

discuss how long the CU component of the routing ID could be and if the added overhead is tolerable. 

consider solution opts 3, 4 and 5 for the BAP address collision problem.  
LG

Opt2 (i.e. inter-donor negotiation based solution) is preferred for solving BAP address collision for supporting topological redundancy for IAB node. 

Master donor-CU determines the degree of load balancing between both IAB-donors.
HW

In Rel-17 inter-CU migration/topology management cases, the baseline co-existence assumption is that IAB-MT and its collocated IAB-DU always controlled by the same IAB donor CU.

Liaise RAN1 asking about the possibility that an IAB-MT and its collocated IAB-DU are controlled by different IAB-donor CUs.

IAB-MT’s applied configuration and its parent IAB-DU’s applied configuration on the BH link should be always controlled/generated by the same CU.

inter-donor topology management, including concatenation of multiple IAB network fragments from different CUs, should support the specific BAP path for F1 traffic between one IAB-DU and its associated CU, where some of the intermediate nodes in this BAP path may be controlled by different CUs.

design unified solutions for inter-donor F1 transport, to cover the following three use cases together: inter-donor redundancy, inter-donor migration, and inter-donor re-routing.

agree the following principle for inter-donor topology management:

-
Single CU is responsible for the E2E QoS division among multiple IAB network fragments.

-
The per hop QoS and BH RLC channel management is still controlled by individual CU.

ask RAN2 for coordination when discuss the two manners (controlled by one CU in centralized way, or controlled by individual CU) for the following configurations in inter-donor topology management: BAP routing ID allocation, BAP routing ID determination, BAP routing configuration, BH RLC CH mapping configuration.
Len,Moto

The boundary IAB node and its descendant IAB nodes maintain terminating their F1 interfaces to the IAB-donor which they connected to before topology redundancy establishment.

The boundary IAB node and its descendant IAB nodes cannot terminate their F1 interface to different donors.

intra-CU topology redundancy load balance mechanism can be reused for inter-CU topology redundancy:
- The granularity of the F1-U load balance is per UE DRB;
- Both first and second legs can be used for F1AP messages transmission.
Only one BAP address is configured for the IAB node, and a mapping table between BAP addresses (BAP routing IDs) allocated by different IAB-donors can be configured for the boundary IAB node.
ZTE

For scenario 1, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.

For scenario 2 using SRB 3, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.

The non-donor node should indicate donor whether SRB 3 has been setup via Xn interface.

The granularity of F1-U traffic is per GTP-U tunnel in inter-donor redundancy scenario.

The granularity of F1-C traffic should be per F1-C traffic type, i.e. UE-associated F1AP, non-UE-associated F1AP.

the boundary IAB node and descendant IAB node(s) still terminate their F1 interfaces to the first donor CU.

use the BAP address space separation method, e.g. non-overlapping BAP address space is allocated to different CUs by OAM, to resolve BAP routing/address collision issue.
*****

- whether to enable F1-C transfer over Xn?

- boundary IAB node and its descendants terminate their F1 to a single donor?

- whether and how to address BAP address collision?

- Check details; Revise CR if needed; endorse as BL if agreeable
(SS - moderator)

Summary of offline disc R3-211004


13.3.1

	CB: # 38_IAB_CongestionMitigation

SS

CP-based method is triggered if the UP-based method cannot solve the congestion in the network.

CP-based congestion reporting is triggered by the polling from the IAB donor CU-CP

CP-based method can report the congestion situation per routing path or BH RLC CH

UP-based end-to-end congestion mitigation can take the solutions with pure DDDS enhancement as the starting point. 

received data rate can be included in DDDS for UP-based end-to-end congestion mitigation

received volume can be included in DDDS for UP-based end-to-end congestion mitigation.
QC

only consider packet marking as an enhancement to end-to-end UP congestion control.

For CP congestion reporting, the CU-CP to control the reporting rate. 

consider CU-CP-based polling of congestion reports and CU-CP-based configuration of reporting threshold and maximum reporting rate.
Intel

triggering mechanism and payload for the congestion indicator can be based on the BAP flow control mechanism as defined in section 5.3 and section 6.2.3.1of TS 38.340

discuss the configuration of the congestion indicator by donor-CU, e.g.:

- The congestion threshold to trigger the indication – the number of time BAP flow control feedback triggered before sending a congestion indicator to donor-CU-CP via F1-C

- The frequency of sending the indication if congestion persisted

- A way to turn the indication on/off
Fuj

Congested IAB node sends congestion report to IAB-donor-CU-CP via F1-C. It can be applied to both DL and UL congestion.

Congestion report granularity can be configurable.

A new IAB procedure in F1AP can be defined for congestion reporting.

Nok

OBS: With DRBs mapped on RLC AM, from the current DDDS the CU-UP knows all the PDCP PDUs sent toward the UE whose successful delivery to the UE is still pending. The CU-UP can combine this with knowledge on the path it chose for each PDU. An increase of pending PDUs on a given path is a warning sign of congestion on that path.

If, despite Obs above, RAN3 considers the current DDDS insufficient for the CU-UP to determine a congested routing path among multiple paths with DRBs mapped on RLC UM, an additional bitmap-like DDDS element reporting PDUs transmitted to lower layers out of sequence could be considered (similar to the element already added for PDUs successfully delivered).

F1AP Notify procedure is extended to report BH RLC channels (in addition to the current UE DRBs) and report “congested/no longer congested” per RLC channel per UL/DL (in addition to whether committed QoS can be fulfilled).

The trigger(s) to report (non-)congestion on a backhaul link are left up to implementation.
HW

the highest PDCP SN received from parent node is used for enhancement of IAB DL end-to-end flow control.

parent node of congested BH link reports congestion status to IAB-donor-CU-CP per child link level.

current GNB-DU STATUS INDICATION message can be taken as baseline for congestion status reporting from the IAB node/IAB-donor-DU to the IAB-donor-CU-CP, with enhancement of supporting per child link congestion status reporting.

Len,Moto

Nothing needs to be enhanced for DDDS in the IAB DL E2E flow control.

Per child link level (or per child node level) reporting can be the baseline for CP based congestion indication.

Child IAB node ID and the associated congestion degree are included in the congestion indication.

The congestion indication is carried by F1-AP.
ZTE

choose the “do nothing” option, i.e. use current DDDS as it is for IAB DL end-to-end UP-based flow control.

consider supporting both DL and UL congestion information to Donor-CU-CP to deal with the long-term congestion.

consider the content of the congestion information, the granularity of the feedback information, the F1AP message to carry the congestion information, the trigger mechanism of the CP-based congestion mitigation approach.
E///

An IAB node at the parent side of a congested backhaul link reports to the IAB-donor-CU an indication of which BH RLC channels pertaining to this backhaul link are congested, or which BAP routing IDs are congested.

Adopt BAP layer packet marking at intermediate hops and DDDS feedback containing the number of marked bytes as the baseline solution for IAB flow control.
LG

A congestion indication should be sent per BH RLC channel level.

gNB-DU Status Indication procedure can be used to send a congestion indication to the IAB-donor-CU-CP.

Further discussion for enabling the gNB-DU Status Indication procedure to send a congestion indication is needed.
*****

- Consensus to add notification over F1AP? gNB-DU status indication? Signaling details?

- Triggers for notification over CP up to implementation?

- If agreeable, attempt F1AP TP
- No enhancements needed to current UP mechanism?

(E/// - moderator)

Summary of offline disc R3-211005


13.3.2

	CB: # 39_IAB_MultiHopPerf

CATT

consider inter-donor-DU local re-routing in topology redundant scenario.

IAB node is configured mapping relationship between the source path BAP address to target path BAP address.

consider the mapping relationship via F1AP message.

consider opt1 and opt2 to address source IP filter in inter-DU local re-routing. 

further analyze whether to support inter-donor-CU local re-routing.
SS

IAB donor CU can configure the old IP address to the new donor DU to avoid the UL packet loss due to the source IP filtering.

the default configuration, e.g., default BAP routing ID and default BH RLC CH, can be configured to the migrated IAB node and its descendant IAB node(s) to transmit the buffered on-the-fly packets.
QC

Local inter-donor-DU rerouting to be selectively supported for a subset of IAB-donor-DUs.

ask RAN2 for the support of inter-donor-DU local rerouting configurable for a subset of inter-donor-DUs.
Nok

wait for RAN2 decision on inter-Donor-DU re-routing.

If inter-Donor-DU re-routing is needed, operator input is required on whether it can be implemented via disabling the source address filtering in the Donor-DU and transport network node.
HW

Inform RAN2 about support of inter-donor-DU re-routing. 

To avoid re-routed packets being dropped by the target IAB-donor-DU because of the source IP filtering, the target IAB-donor-DU may disable the source IP filtering for short while, or update the allowed source IP address list based on CU’s configuration.
Len,Moto

UL packet local rerouting to another IAB-donor-DU by BAP address and path ID modification, both for the intra-CU and inter-CU topology.

IP address(es) of the UL packet originally transmitted to source IAB-donor-DU can be notified to target IAB-donor-DU in order to avoid discard of the rerouting UL packet due to IP filter.

Packet rerouting can be triggered by reception of the BH RLF notification for RLF detection in parent IAB node.
ZTE

To support inter-donor-DU re-routing, the re-routing path selection should disregard the destination BAP address. To be specific, the IAB node select one entry in the routing table whose BAP address does not matches the destination BAP address in BAP header and whose egress link corresponding to the next hop BAP address is available.

When the inter-donor DU re-routing path is selected, IAB node need to update the BAP header of the data packet to include the BAP routing ID of the selected path. 

If the BAP header is not updated during the inter-donor DU re-routing, it is necessary to update the donor DU’s UL receiving operation, e.g., no matter the destination BAP address in BAP header matches its own BAP address or not, the donor DU removes the BAP header and delivers the data packet to upper layer.

In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.
*****

- Current agreement to let RAN2 discuss some sub-topics first, any progress in RAN2?

- inter-donor re-routing via destination BAP address via e.g. destination BAP address manipulation/disabling source IP filtering? Further options/details?

- if agreeable, capture WAs/principles
(HW - moderator)

Summary of offline disc R3-211006


14.1

	CB: # MRDC1-work_plan
- check work plan, revise R3-210796 if needed

(HW - moderator)
Summary of offline disc R3-211008


14.2

	CB: # MRDC2-SCG_activation_deactivation

- Signalling design for MN initiated SCG (de)activation
- signalling design for SN initiated SCG (de)activation, check RAN2 progress
- How to handle the SCG (de)activation failure case?
- Any impact on Activity notification?

- Impact on F1 and E1 interfaces?

- Capture agreements as stage2/stage3 CRs and check details, split work, if needed

- List open issues for next meeting in the summary
(ZTE - moderator)
Summary of offline disc R3-211009


14.3

	CB: # MRDC3-PSCell_Change_Addition

- Check whether WAs from last meeting can be confirmed as agreements?
- Signalling design for CPA
- Signalling design for CPC

- How to support multiple candidate PSCell preparation in CPAC?
- Whether the SN Change procedure shall be extended to allow providing more than one target SN for CPC?
- Whether the direct inter-SN communication for preparations of CPC offer enough gain to start working on it?

- Whether and how to support early data forwarding and late data forwarding?
- Capture agreements as stage2/stage3 CRs and check details, split work, if needed

- LS reply to RAN2?
- List open issues for next meeting in the summary
(HW - moderator)
Summary of offline disc R3-211010


15.1

	CB: # NRQoE1-TR_update

- Check TR, revise R3-210845 if needed

- Liaise RAN2 about agreements reached at this meeting？
(CU - moderator)
Summary of offline disc R3-211011


15.2

	CB: # NRQoE2-Mobility
- Remove FFS on “Management-based QoE measurement shall not overwrite a corresponding signalling-based existing configuration”?

- Whether to exchange management-based QoE measurement configuration between source and target at mobility? No, CATT, Nokia, ZTE, HW, CMCC

- Framework type indication at mobility?

- How to support supporting QoE measurements in mobility scenarios fulfilling SA4 requirements i.e., avoid stopping a QoE measurement for an ongoing session, even if the UE moves across area boundaries?
- Sending the release command to the UE upon the UE’s moving outside the configured area for QoE measurement?

- Support inter-RAT mobility in R17? Support inter-system mobility in R17? If yes, how to support? How to handle the case when the target RAT/system does not support QoE measurement signalling?
- Support MR-DC scenario in R17? If yes, how to support?

- Capture agreements as TP for TR

(Nok - moderator)

Summary of offline disc R3-211012
CB: # NRQoE3-RANConfig_Report
- QoE support for new services, SA4 LS in R3-210041? Support non-3GPP standardized application? Support Time Sensitive Communication and liaise SA4?
- Support Management-based QoE solution where a UE identifier is optionally included in the QoE measurement configuration, to enable collecting QoE reports from an individual UE? Yes, E///. No. Nokia.

- Signalling for Management-based and Signalling-based QoE supports multiple QoE measurements for different service types for the same UE? Whether and how to deactivate one of the multiple QoE measurements? Need check by RAN?

- There is no need to introduce RAN autonomously triggered QoE measurement mechanism?

- Radio related assistance measurements used for QoE management are only meaningful when there is at least one on-going QoE recording session?

- QoE handling at RAN overload? QoE report suspending in RAN overload and RRC_IDLE/INACTIVE? Reply to SA4 LS in R3-210042

- Can RAN and/or OAM start/stop/pause/resume measurement collection at the UE? Independently or as per triggering conditions? For both legacy and RAN-visible QoE?

- Can RAN and/or OAM start/stop/pause/resume measurement reporting from the UE? Independently or as per triggering conditions? For both legacy and RAN-visible QoE?

- How to align radio measurements and QoE reports?

- Capture agreements as TP for TR

(HW - moderator)

Summary of offline disc R3-211013
CB: # NRQoE4-Slice
- Scenarios priority?

- Suggest OAM to include the Slice Scope outside of the QoE configuration container, and send an LS to SA5 to implement this? Or slice identities should be inside and outside of the QoE configuration container defined by SA4, further confirmation is needed with SA4? Liaise other groups, based on the outcome?
- How to define the slice scope information for QoE configuration?

- The activation or deactivation of per slice QoE measurement collection can be included in PDU session related messages accordingly? 

- Slice scope (e.g. list of S-NSSAIs) should be transmitted to the target gNB during mobility?

- QoE report mapping solution: RAN based or UE based?

- TP cleanup in 6.9.1
- Capture agreements as TP for TR
(ZTE - moderator)

Summary of offline disc R3-211014
CB: # NRQoE5-RAN_visible

- Whether RAN visible QoE should be introduced for NR in R17? If yes, how?
- Both QoE score and QoE metrics are needed for RAN functions and features?

- Future extensibility of the QoE measurement report signalling to possibly include an RRC decodable part therefore seems useful?
- RAN visible QoE metrics definition and content?

- RAN is not allowed to change the existing configuration of legacy QoE metrics specified by SA4 (i.e. the metrics not visible at the RAN)?
- RAN assembles and activates the RAN-visible QoE configuration?
- RAN visible QoE configuration can be sent to UE directly or via OAM/CN method? Whether RAN visible QoE configuration need to communicate with QoE measurement configuration container before sending to UE? 

- Capture agreements as TP for TR

(E/// - moderator)

Summary of offline disc R3-211015


15.3

	CB: # NRQoE6-Features_ranking
- RAN3 to discuss the ranking and decide the priority for plenary to decide normative work plan?

- The feasibility and value of slice based QoE measurement need to be verified by CT1, SA2, SA4, and SA5?
(QC - moderator)
Summary of offline disc R3-211016


16.1
	CB: # 1100_PRN_GEN

- Work plan is noted

- Discuss potential enhancement of the WI scope to include support for service continuity between PLMN and SNPN 

(CT - moderator)

Summary of offline disc R3-211036


16.2.1

	CB: # 1101_PRN_Onboarding

- Which messages carry onboarding support indication? What information is signaled (e.g. indication granularity)?

- Impact on NNFS? How RAN knows if AMF supports onboarding?

- May discuss other issues based on contributions submitted

- LS to SA2

- If there is progress, attempt to agree BL CRs

(Nok - moderator)

Summary of offline disc R3-211037


16.2.2

	CB: # 1102_PRN_Mobility

- Impact on Xn-based/NG-based mobility?

- Impact on MR DC?

- Impact on AMF selection?

- Impact on UE mobility restriction?

- Signaling of Separate entity ID over Xn?

- Signaling of Supported Group IDs (GIDs) over Xn?

- May discuss other issues based on contributions submitted

(E/// - moderator)

Summary of offline disc R3-211038


17.1

	CB: # RANSlicing1-Workplan_Conclusion
- check work plan, revise R3-210902 if needed

- check the details of TR38.832, and revise R3-210903 if needed

- Close the discussions on key issue#7 in RAN3 waiting SA2 progress and explicit request from SA2 by new LS as proposed in R3-210696?
- Conclusions based on the output of other CBs, if available
(CMCC - moderator)
Summary of offline disc R3-211017


17.2

	CB: # RANSlicing2-Slice_TP_cleanup
- Restructure TR in R3-210525? (E///)

- Resolution of editor’s notes and clarification of CN solution in R3-210526? (E///)
- Definition and solution updates in R3-210538? (HW)

- New scenario description in R3-210774 and R3-210775? (CATT)

- Scenarios and solutions cleanup in R3-210850 and R3-210852 (ZTE)

- Scenarios and solutions cleanup in R3-210878 and R3-210879 (LG)

- Capture agreements as TP for TR, revise/merge and check details, split work, if needed

(ZTE - moderator)
Summary of offline disc R3-211018
 CB: # RANSlicing3-Slice_Solutions_and_Evaluation

- Evaluation table for each solution in R3-210360? (Qualcomm)

- Categorize the solutions in the following: Solution 1 Slice re-mapping decision in NG-RAN, Solution 2 Partially slice re-mapping in NG-RAN, Solution 3 Resource management in NG-RAN, Solution 4 Slice re-mapping decision in 5GC in R3-210505? (Samsung)

- Add more criterias for solution comparison and evaluation and solution comparison in R3-210506? (Samsung)

- Evaluations for each solution in R3-210524? (E///)

- Evaluation of slice re-mapping solutions in R3-210539 and conclusions in R3-210540? (HW)
- Evaluation of Solutions for Slice Resource Shortage (Scenario 1) in R3-210693, evaluation of Solutions for Slice not supported at target (Scenario 2) in R3-310694 and evaluation of Slice Remapping Policy in R3-210695? (Nok)

- Minimal CN and UE involved scenarios and solutions evaluated by RAN3 while other scenarios and solutions can be evaluated in normative stage based on evaluation from other group? Evaluation of solutions in R3-210851 and conclusions in R3-210852? (ZTE)

- Evaluations for each solution in R3-210904 and conclusions in R3-210905, TP in R3-210906? (CMCC)
- Capture TP for solutions evaluations, conclusions, if agreeable
(Nok - moderator)
Summary of offline disc R3-211019


20.1

	CB: # 24_NTN_general

- endorse 0014 as BL

- if agreeable, revise and agree TPs in 0703, 0704

- only if no objections to discussing 0020,0152 (late papers), discuss, and if agreeable, revise as needed
(HW - moderator)

Summary of offline disc R3-210969


20.2.1

	CB: # 25_NTN_nwID

CATT

RAN obtains the geographical fixed Cell ID regarding to the momentary coverage of the earth moving cell; this is preferred to provide geographical fixed Cell ID to CN without any impact to Uu/Xn/F1 interfaces.

UE location info, if available in the NG-RAN node, could be used to do the mapping towards a geographical fixed CGI. 

If NG-RAN is not able to get the detail UE location, momentary coverage of UE’s serving cell could be used to do the mapping, how to do the mapping is up to the implementation.
Nok

cell ID used in mobility related messages is the “Uu” cell ID.

cell ID used in the other messages that only involves the CN is the “Virtual” cell ID.

cell ID used in the procedures related to INACTIVE need further study.
QC,HW,Th

It is possible to define CGI/TAI lists that each correspond to a geographical area, where a gNB “owns” a number of these that correspond to its own coverage area (based on connected gateways and the NTN constellations).

Layers of reporting granularity may be enabled by using layers of CGI/TAI.
Capture TP

Capture access restriction info in NGAP and XnAP according to SA2 decision

- if agreeable, capture TPs/CRs to align with SA2

- anything to add to st2 w.r.t. current agreements?

- check details, revise if needed
(QC - moderator)

Summary of offline disc R3-210970


20.2.2

	CB: # 26_NTN_RegUpdate_Paging

QC

WA (pending further work on ULI aspects): the cells in the Recommended Cells for Paging IE correspond to earth fixed cells (as in ULI).

Assuming that cells in the Recommended Cells for Paging IE are based on the mapping required for ULI, further enhancement of paging optimization functionality is not required in rel-17.
CATT

similar paging optimization mechanism as LTE and NR Rël-15 could be reused, by using of the UE location info (GNSS info) as the assistance info
Nok

no need for RAN3 to discuss the enhancement to registration procedure, unless requested by SA2/CT1/RAN2
ZTE

If the AMF is able to get the UE location from LMF, UE location based paging could be considered for NTN
- Anything needed in addition to current registration and paging? If no consensus, leave status quo

- WA needed to align assumptions with ULI? (as per 0364)
(Nok - moderator)

Summary of offline disc R3-210971


20.2.3

	CB: # 27_NTN_CellRelations

CATT

In Rel-17, it should be assumed that the NTN gNB can get aware of cell neighbor relation information from OAM.

In Rel-17, it should be assumed that NTN gNBs do not include any “Neighbor Information NR” in any XnAP messages.

NTN gNBs should still exchange the cell information (i.e. “Served Cell Information NR”) of their own over XnAP to facilitate mechanisms such as measurement gap configuration. This information is not assumed to be provided by the OAM.
Nok

Enhance XnAP to introduce the timing information for the NTN cell
HW

gNBs should exchange the Validity time window list and Periodicity via Xn.

NTN Operation IE should added to the Validity time period

Validity time window should also apply to the schedule of the TAC for the moving cells.
ZTE

Introducing the neighbor schedule has no impact on current specification

- Whether and how to exchange neighbor information?

- Whether to exchange validity time window list and periodicity? (alternative: exchange satellite ephemeris as per 0520?)

(ZTE - moderator)

Summary of offline disc R3-210972


20.2.4

	CB: # 28_NTN_FeederSwitch

CT

The impact of XnAP should be minimized in the execution of feeder link switch over for NTN.

The impact of feeder link switch over on RAN3 can wait for RAN2 progress.
CATT

NTN control functions (or OAM) could control the feeder link switch by providing the strategy of feeder link switch for corresponding gNBs and NTN GWs.  

Introduce a new non-UE Xn procedure for feeder link switch, to exchange the necessary info between the gNBs, including satellite information, served cell(s) information.

the order of the serving cell list should be kept same between the source and target gNBs to maintain the correct neighbour relationship.

In NG, introduce a Container to transfer the satellite configuration in UPLINK RAN CONFIGURATION TRANSFER and DOWNLINK RAN CONFIGURATION TRANSFER NGAP messages.

existing Xn/NG handover procedure could be taken as the baseline, whether and how to further minimize signalling overhead for feeder link switch are pending to RAN1 and RAN2.

NTN System could be treated as a repeater of the gNB, the figure x.y in [3] could be endorsed in the annex of TS 38.300 as the reference deployment.
Nok

To Support feeder link switch, current NG/Xn based HO procedure can be reused, and no need to introduce enhancement to XnAP specification and NGAP specification.

To Support feeder link switch, wait for RAN2 decision regarding the impact to F1AP specification.
SS

discuss the exchange of available RACH resources between source and target to support RACH attempts distribution.

discuss the exchange of handover UE list and handover policy between source and target to support RACH attempts distribution.

discuss the procedures of group handover preparation and group path switch for collective hand-over to reduce the signalling overhead in Xn and NG.
E///

To support periodic switchover, add to Xn Setup and NG-RAN Configuration Update procedures the list of satellites to which the gNB connects, and for each satellite on the list include at least the list of cells from the gNB served through the satellite, and the ephemeris data.

To support event-triggered switchover, a new XnAP Class 1, non-UE-associated Satellite Connection Preparation procedure can be introduced.

Discuss the related XnAP CR (which includes the complete signaling “package” to support both periodic and event-triggered switchover); we welcome further discussion especially from operators on introducing the Satellite Connection Preparation procedure.

If switchover involving NTN gNBs which do not connect to the same AMF set (e.g. inter-PLMN) needs to be supported, it seems necessary to introduce another mechanism (e.g. transparent containers through the core network); we welcome further discussion on this aspect.

If we assume Xn to be deployed and the appropriate configuration information to be exchanged beforehand (see previous proposals), the “soft” switchover can be considered to be supported reusing the existing NR mobility mechanisms, at least for what concerns RAN3.

For RAN3 purposes, the NTN GW and the connected satellite(s) can be considered as part of the “NG-RAN node” logical node; the information related to their configuration can therefore be considered part of the NG-RAN node configuration.
ID

XN Satellite Connection Request, Satellite Connection Request Acknowledge and Satellite Connection Request Reject are needed.

The same XN Satellite Connection Request, Satellite Connection Request Acknowledge and Satellite Connection Request Reject are needed with a time reference for the hard switch.

Whether these switchover procedures are needed over the NG interface in addition to the XN is FFS, if it is needed this can be done by the use of transparent containers to handle the inter-PLMN information.

Target cell id and proper RRM measurement configuration should be signaled over open interfaces to allow for a common method of handling changes in cell configuration from switchover (soft or hard) Probably at cell setup since the relations will be active at predetermined times and thus can be either valid for a fixed time-period or switched easily if needed, instead of a complete reconfiguration.
HW

info related to feeder link switch is not dynamic and should be available into the gNB long time before the switch

feeder link switch may result of cell schedule management indication over Xn

main feeder link hard switch impact on RAN3 is pending to RAN2 progress.
Intel

enhance Xn to transfer NTN cell coverage information, together with the information about how cell coverage changes over time. 

enhance Xn Setup and NG-RAN Configuration Update procedures to transfer NTN cell coverage information, together with the information about how cell coverage changes over time.

satellite beam footprint is signaled by the coordinates of its two focal points.

together with the satellite beam footprint coordinates, its velocity (speed and direction) are signaled.
ZTE

gNB could be informed about the scheduling of switch-over based on the ephemeris data via OAM.

potential enhancement for feeder link switch-over should be pending to RAN2.

feeder link switch-over procedure captured in TR 38.821 could be reused as baseline, and the details should be further discussed.
CMCC

no matter what kinds of deployment of satellite and NTN-gateway, the main task is ensuring the service continuity.

gNB can be informed about the scheduling information through NTN control functions by the control of signaling as well as OAM.

some information that be used for exchanging on cell relation between RAN nodes via XN/NG. For example, satellite ID, a list of served cells information from the gNB covered by the satellite, and the ephemeris data for the satellite.

One solution may be left to network implementation, e.g., setting proper event A5 thresholds for conditional handover to enable handover, or to rely on radio propagation time instead or in combination with the RSRP/RSRQ radio measurements.

Feeder link hard switch procedure is based on accurate time control and conditional RRC re-establishment.
- Consensus to exchange satellite-related info at Xn setup / node config update?

- If so, which info? E.g. list of cells? Ephemeris? Beam focal points? How cell coverage varies over time?

- consensus for XnAP support for switchover?

- Periodic vs. event-triggered switchover: no signaling impact for periodic switchover?

- hard vs. soft switchover: no RAN3 impact for hard switchover?

- select st2, st3 BL?

- check details, revise/merge as needed
(E/// - moderator)

Summary of offline disc R3-210973


20.2.5

	CB: # 29_NTN_CountrySpecificRouting

QC

Address scenario 1 (the cell does not support the PLMN of the UE’s registered AMF) by adding a general optional requirement on the NNSF (stage 2) for country and PLMN verification based on UE location following SA2; capture a requirement as per proposal

Include a statement (e.g. note) to highlight that the requirement above can be accomplished without UE location knowledge when the access cell only broadcasts PLMNs associated with the country in the coverage area of the cell thus addressing scenario 1 (e.g. by ignoring the temporary UE identity or GUMMEI when not consistent with such PLMNs).

Agree that scenario 2 (inter-border coverage spill-over (i.e., cell supports the PLMN of the UE’s registered AMF)) is covered by the general proposal above, and revisit this once the support for “fixed cell reporting” to the CN is better defined (pending RAN2).
CATT

It should be the UE’s responsibility to select the correct PLMN according to its own GNSS information. The gNB just obey it.

It should be assumed that every PLMN used in NTN provides service only for one country, unless 

Based on the two proposals above, no additional change is needed in RAN3 specs for honest UEs.

If the network figures out that a UE fakes its location deliberately, it should be treated as an attack and the network behavior need not be specified.

gNB can keep monitoring whether a UE fakes it location whenever the UE is connected to it, especially after NAS and AS security is activated.

We should not rely on the gNB to detect every location faking attack.

Based on the three proposals above, no additional change is needed in RAN3 specs on AMF selection to handle location faking (some clarification elsewhere is not precluded though).
Nok

In NTN, the NG-RAN node may need to ensure the selected AMF corresponds to the UE’s location
E///

NNSF decision in the NTN gNB should also be based on information on UE location.

User location information and mobility measurements by the UE can be used by the NTN gNB as additional input for NNSF; by collecting this information the NTN gNB can in addition learn about the environment and detect potential “unreliable” or “rogue” UEs.

User location information and mobility measurements, including inter-RAT/WLAN etc., can be reused for NTN without the need to specify additional functionality in the gNB.

Discuss whether to combine the approach proposed [by QC] with the above proposals
HW

scenario 2  Non-Cell-Border connection with V-UE not up-to-date should be discuss and solve with high priority

scenario 3 Non-Cell-Border connection with S-UE, and generally all scenario which does not operate in “friendly” environment, without respect of local regulation and respect of the 3GPP agreement are out of scope of the WI 

scenario 4: Cell-Border connection with UE should be discuss and solve with high priority

scenario 5: Large Cell-Border connection with UE should be  discuss by RAN3, confirm similar or different at scenario 4? 

scenario 6 Mobile Cell-Border should not be supported in this release. RAN to agree on this proposal and capture this agreement in stage 2 

capture in chairman note an FFS for connected and inactive mode for the scenario which have high priority for RAN3
- Consensus that rogue/unreliable UE handling is out of WI scope and can be left to nw implementation?

- Consensus that network-based UE positioning methods to solve given scenarios is not necessary?

- Agreeable to capture/clarify NNSF behavior in st2 (e.g. 0366), possibly combining with ULI description? (e.g. 0516)

- Additional scenarios FFS? (e.g. 0707)
(QC - moderator)

Summary of offline disc R3-210974


20.2.6

	CB: # 30_NTN_XnFunctions

E///

DC has low priority for Rel-17 NTN.

Signaling of cell activation/deactivation over Xn seems beneficial for NTN, at least in principle.

Resource coordination over Xn seems not applicable for NTN in Rel-17.

Load management over Xn seems beneficial for NTN, at least in principle.

Xn support for SON is not used in Rel-17 NTN.

Xn functions which support transfer of configuration or state information seem at least in principle useful for Rel-17 NTN, except when tight coordination between the two peers is involved (e.g. DC, radio resource coordination, SON).

- Anything to capture?
(E/// - moderator)

Summary of offline disc R3-210975


21.1

	CB: # NRIIOT1-work_plan
- Check work plan, revise R3-210697 if needed

(Nokia - moderator)
Summary of offline disc R3-211020


21.2

	CB: # NRIIOT2-PDC
- UE-based PDC is out of scope for RAN3?

- RAN3 can start to study the PDC in network part or postpone the discussion on propagation delay compensation until RAN1/RAN2 decides the final the propagation delay compensation enhancements solution?

- Define the typical hops for scenarios? Define the mapping list of Synchronization source and Scenarios?
- F1AP impacts of network-based PDC? E.g., PD estimation is performed at the gNB-DU? If gNB compensation is agreed in RAN2, gNB-CU controls gNB-DU to report the Propagation delay compensation (e.g. NTA/2, the updated TA, the clock offset of propagation delay ) information by on-demand or periodically?
- The CN informs the NG-RAN that UE Uu synchronicity budget has strict requirement? Send a LS to SA2 to request that SMF can provide an assistance information for gNB to determine the appropriate 5G time synchronization scheme for a UE?
- Whether enhancement is needed to fulfil the time synchronisation enhancements during the handover procedure? E.g., during handover the source NR-RAN node informs the target NG-RAN node the TSN reference information used for the UE? UE behaviour?
- RAN3 should study solutions for reducing TSN data transmission interruption during handover? E.g., DAPS HO can be used for TSN traffic data transmission?

- Identify the issues to be discussed in RAN3

- Capture agreements and open issues in the summary
(Nokia - moderator)
Summary of offline disc R3-211021


21.3

	CB: # NRIIOT3-New_QoS_Parameters
- Introduce Survival Time as an optional IE within the TSC Assistance Information IE or wait for the progress on the Survival Time from SA2 and RAN2? Check LS in R3-210028
- For other TSCAI QoS parameters, waiting for SA2 and RAN2 decision?
- Some new QoS related parameters are required to be included in Assistance Information in order to reflect correctly the status of HARQ transmission in the corresponding node, e.g., Average HARQ Failure Rate and Average HARQ Retransmission Rate? Clarify the definitions of The UL Radio Quality Index and The DL Radio Quality Index? Enhance the Assistance Information reporting mechanism?

- Capture agreements and open issues in the summary
(SS - moderator)
Summary of offline disc R3-211022


22.1

	CB: # 68_RANimpact_of_5MBSstudy

- note LSs, discuss how to reply:

HW

Proposed reply to SA2: Subject to RAN2 further discussion after making decision on whether the UE can receive the multicast session in CM-IDLE state or CM-CONNECTED with RRC-INACTIVE state.
Proposed reply to SA2: subject to RAN2 and SA3 further discussion in normative phase.

Proposed reply to SA2: For session activation of a multicast session, if the UEs are in CM-IDLE mode, the CN triggered paging will be used. For other cases, how the NG-RAN node notify session activation to UEs will be further discussed in RAN WI.

Proposed reply to SA2: RAN3 already replied, we will support the two methods of 5GC Shared MBS delivery over NG-U. 5GC Shared MBS delivery over Uu interface is up to RAN2.

Proposed feedback: RAN3 will further work on that after the MBS session start and the Mobility between MBS supporting nodes.

Proposed reply to SA2: RAN3 already replied.

Proposed reply to SA2/SA4: In this release, there is no SYNC protocol, any SFN operation is transparent to the UE, and any related synchronization is left to network implementation.

Proposed reply to SA2/SA4: Subject to RAN2 feedback.
E///

Proposed Reply (1): In order to support shared RAN, RAN3 concluded that the MBS Session ID as communicated from the 5GC shall be globally unique. If the MBS Session ID is of TMGI format, the NID is part of it in case of SNPN.

Proposed Reply (2): Xn mobility requires the associated QoS flow information to be available before mobility to a non-MBS supporting gNB takes place.

Proposed Reply (3): The requirement to support Session Start notification to CM-IDLE UEs in non-MBS supporting RAN nodes requires use of legacy mechanisms, PAGING with an identifier representing the MBS Session; e.g. a sub-ID range of 5G-S-TMSI, configured to be available for MBS Sessions, allocated by the 5GC and communicated to the UE at joining, seems to be appropriate. Paging UEs for an MBS Session requires the AMF to be aware of the MBS sessions the UE has joined.

Proposed Reply (4.1): RAN3 agreed, in order to support joining during active and inactive MBS Sessions, to require the AMF to contain in the UE Context information about MBS Session the UE has joined. This is provided in the response message of to the NGAP PDU Session Management procedure providing the information that the UE has joined the MBS Session to NG-RAN.

Proposed Reply (4.2): RAN3 agreed to define an NGAP MBS Session Resource establishment procedure to be 5GC triggered (by the MB-SMF) informing the NG-RAN (transparent to the AMF) about MBS Session properties at MBS Session activation, but also informing the AMF about the MBS Session ID, the group paging ID, and, if applicable the MBS Session area, to support paging CM-IDLE UEs in non-MBS supporting RAN nodes.

Proposed Reply (5): In RAN3’s opinion, data forwarding of data delivered in 5GC shared MBS traffic between MBS supporting RAN nodes is not necessary, as the data to be forwarded has already arrived at the target node through a leg of the distribution tree, established well before the first UE has moved to the target RAN.

Proposed Reply (6): In RAN3’s opinion, data forwarding of data delivered in 5GC shared MBS traffic to the source (supporting) RAN node to a non-MBS supporting target RAN is possible and could in principle avoid data loss or duplication.

The only issue is to find a way to stop data forwarding for the UE at Path Switch, as the forwarded data is replicated from the shared NG-U/NR tunnel at the source gNB towards the target gNB. One way solve this issue would be to insert at Path Switch end marker packets carrying a UE specific token allocated by the source gNB and provided to the 5GC UP entity generating the end marker packet (while shared data delivery continues for the UEs remaining the source gNB). Such approach would requires 5GC functions to be defined.

Proposed Reply (7): RAN3 has not identified the need for any additional information than the QoS requirements to be fulfilled for the MBS Session.
Nok

Answer: we understand that a prerequisite for this question is that UEs in idle mode can receive multicast. This is not yet decided by RAN2. Wait for RAN2 progress.

Answer: RAN3 can work on these aspects once SA3 has tackled them. It is premature for now.

Answer: After the session has been deactivated or if the session is not yet activated, we propose that MBS contexts are kept in NG-RAN nodes for RRC connected and RRC inactive UEs and that MBS contexts are removed for those UEs which the NG-RAN node sends to RRC idle. 

When the multicast session is activated again, it is proposed to page the UEs. Several solutions are presented for the activation case in tdoc [5]. Group paging could be used for more efficiency. Whether group paging can be supported is however up to RAN2 to decide.

Answer: Our proposal for RAN3 call flows for deactivation is presented in paper [6]. On the above aspect, we therefore would like to feed back to SA2 that MBS contexts should be kept in NG-RAN for UEs in connected mode and inactive mode.

Answer: Again, for the activation case it is studied in tdoc [5]. we propose several solutions. Group paging could be used for more efficiency. Whether group paging can be supported is however up to RAN2 to decide.

Answer: our paper on QoS and MBS Session AMBR is in [7]. we propose to feed back that based on operator policy, the MBS session AMBR could be sent to NG-RAN node.

Answer: our paper for handover to non-MBS supporting nodes is in [8]. We propose to switch to individual delivery during the path switch procedure. 

Answer: we should target minimization of data loss. 

Answer: RAN3 already agreed that no assistance information is foreseen at the moment.
Intel

RAN3 feedback depends on further progress in RAN2. 

SA3 should handle all security related questions and issues for MBS

RAN3 would like to ask clarification related to MBS activation/deactivation and whether NG-RAN will receive an explicit trigger from 5GC at the start and at the end of a multicast session Proposal 4: RAN3 feedback depends on RAN2 progress

Lossless handover between supporting MBS gNBs is under discussion in RAN3. Once an agreement is reached, RAN3 will discuss the requirement of lossless handover from source NG-RAN supporting 5MBS to a target NG-RAN not supporting 5MBS 

RAN3 could not agree for now on assistance information from 5GC to RAN for PTP/PTM delivery method decision and switching but continues discussions.

RAN3 concluded in RAN3#109e that there is no need for SYNC header in NR MBS
(HW - moderator)

Summary of offline disc R3-211025

	CB: # 69_MBS_BLs
- note work plan unless there are comments

- check details; revise as needed; endorse BL CRs
(CMCC - moderator)

Summary of offline disc R3-211034


22.2.1

	CB: # 70_MBS_Architecture

Nok

(session activation)

select option 1 (individual paging) or option 2 (group paging over RA) to activate an MBS session which was previously deactivated, depending on RAN2 possible support of group paging.

liaise RAN2 about feasibility of group paging.
(session deactivation)

Each NG-RAN node receives a non-UE associated message indicating that the MBS session is deactivated. 

decide between variant 2b (list of NG-RAN node ids via SMF/AMF) or variant 2c (list of NG-RAN node ids via AMF).
(QoS model, session MBR)

whether Session AMBR should be sent to the NG-RAN node and enforced as part of the subscribed UE AMBR or not should be configurable depending on MNO policy and e.g.  subject to special fee for a UE.

in model 2 (MBS traffic is counted in the UE-AMBR enforcement) where the MBS session AMBR is received by the NG-RAN node, the NG-RAN node should compute at any point in time for each UE a new “non-MBS UE AMBR” which it enforces for all non-MBS non-GBR QoS flows.

for model 2, specify in stage 2/3 the handling of the “non-MBS UE AMBR” with regards to the shared traffic delivery, to the PtP, PtM mode, to the activation/deactivation state of the MBS session.

CATT

Whether the UE can stop receiving traffic of a multicast session without indicating leaving in CM-IDLE state or CM-CONNECTED with RRC-INACTIVE state is FFS.

A MBS session activation/start is not distinguished in RAN side.

A MBS session deactivation/stop is not distinguished in RAN side.

NG-RAN MBS resources activation differences between Broadcast and Multicast are to be further studied in RAN2/3.

5GC needs to notify the NG-RAN of the actual transmission area information for different location-dependent content.

How to enable 5GC Shared MBS delivery after the handover from RAN not supporting 5MBS to NG-RAN supporting 5MBS are to be further studied in RAN3.

Whether the support for lossless handover with data forwarding from source NG-RAN supporting 5MBS to the target NG-RAN not supporting 5MBS are to be further studied in RAN2/3.
TDT

F1 and E1 support the unitary configuration in the cells in the same gNB.

Xn supports the unitary configuration in the cells in the different gNB

master gNB and secondary gNB can be defined to support the unitary configuration over Xn, where the master gNB determines the unitary configuration and then sends the unitary configuration to each secondary gNB connected with it.
ZTE

discuss MBS session activation and deactivation mechanism based on NG-RAN decision
*****
- Chair: suggest focusing on session start/stop and QoS, AMBR; UE behavior out of RAN3 scope; downprioritize DC aspects?

- align with CB 71

- check details; revise as needed
(Nok - moderator)

Summary of offline disc R3-211026


22.2.2

	CB: # 71_MBS_NGsessionMgmt

Nok

UE-associated signaling is used over NGAP by the SMF to signal to the NG-RAN node the relation between a multicast context and UE’s PDU sessions.

Create the UE MBS context reusing the PDU Session Resource Modify Request message enhanced by adding the MBS Session ID corresponding to the multicast which the UE has joined/left via that PDU session.

add a new UE Multicast Context IE in the PDU Session Modify Request Transfer containing a choice structure for joining/leaving, the MBS session ID, the MBS Context information (MBS QoS Flows, QoS parameters, etc..) and MB-SMF ID in charge of the MBS session for the joining case.
SS

Capture the agreement of MBS Session Start, MBS Session Stop procedure for broadcast serving in Ng interface. The text proposal is showed in the below section 4.

agree MBS Session Update procedure for broadcast serving in Ng interface.

agree a MBS dedicated procedure is needed from NG-RAN to 5GC to request MBS session delivery from 5GC.
CATT,CBN

For Broadcast, include MBS session ID IE, service area IE and a container named as MBS Session Resource Setup Request Transfer IE which includes per flow level QoS information and IP multicast address in MBS Session Start Request message.

For Broadcast, include a container named as MBS Session Resource Setup Response Transfer IE which includes DL GTP tunnel for Point-to-Point transmission mode in MBS Session Start Response message. 

For Broadcast, include MBS session ID and MBS Session Resource Release Command Transfer IE, MBS Session Resource Release Response Transfer IE in MBS Session Stop Request and MBS Session Stop Response message separately.

introduce MBS session Modify procedure for broadcast service. MBS session ID, service area and MBS Session Resource Modify Request Transfer IE should be included in MBS session Modify Request message. For MBS Session Resource Modify Request Transfer IE, at least QoS information for the flow in MBS session should be included..
HW,CMCC

specify the Multicast Session Management over NG interface based on the SA2 adopted SMF/MB-SMF based approach.

SMF provides the MBS info to gNB via PDU Session Resource Modify Request Transfer IE.

MBS info provided by SMF to RAN includes: MBS Session ID (TMGI), MBS QoS Flow Identifier, mapped Unicast QoS Flow Identifier, QoS Parameters.

In the PDU Session Resource Modify Request Transfer IE, add MBS QoS Flow Identifier IE and MBS Session ID IE in the same level of existing QoS Flow Identifier, reuse the existing QoS Flow Identifier to indicate the mapped unicast QoS Flow Identifier, FFS on the need of a new MBS QoS Flow Level QoS Parameters IE.

In the PDU Session Resource Modify Response Transfer IE, add MBS QoS Flow Identifier IE and MBS Session ID IE in the same level of existing QoS Flow Identifier, reuse the existing QoS Flow Identifier to indicate the mapped unicast QoS Flow Identifier.
QC

Add UE MBS context information into N2 container: PDU Session Resource Modification Transfer. 

Use “integrated approach” to deliver UE MBS session context information. 

Support MBS Session Resource pre-establishment using non-UE specific signalling for delay sensitive service.

Reuse NR MBS broadcast mode session management signalling (MBS Session Resource Setup) for multicast mode NR MBS Session Resource pre-establishment.
Intel

Close the FFS by agreeing that it is the 5GC that makes the final decision on multicast or unicast

agree on:

- The UE MBS context is setup using PDU Session Modify procedure.

- 5GC send to NG-RAN to setup MBS context at least the following information: MBS Session ID, MB-SMF ID, multicast QoS flow information

- NG-RAN triggers a class 1 non-UE associated procedure to set up the user plane between NG-RAN and MB-UPF (procedure FFS). The uplink initiating message will include at least the following information: MB-SMF ID and DL Transport layer address. The downlink response message will include at least the following information: IP multicast address
ZTE

It is 5GC and not NG-RAN that makes the final decision whether 5GC Individual MBS traffic delivery or 5GC Shared MBS traffic delivery is applied, since the factors impacting the decision (i.e., the AF’s demand and NG-RAN’s ability) can be acquired by the 5GC directly.

RAN can decide to accept or reject the request from 5GC if 5GC decides to use IP multicast distribution. RAN will fall back to shared PTP GTP-U Tunnel and responses with the DL FTEID for bearer plane if RAN reject IP multicast.

introduce a new type of logical NG-connection which is associated to one MBS session (e.g., broadcast session).

common NGAP procedure can be defined for managing resource for both multicast session and broadcast session.

introduce “MBS Session Resource Modify” procedure for modifying resource for the MBS session.

MBS session resource setup request message from 5GC to NG-RAN includes an indication indicating whether the session is a multicast session or a broadcast session.

MBS session resource setup request message from 5GC to NG-RAN includes MBS session resource setup Request Transfer, which includes TNL information (i.e., UPF endpoint of the NG-U transport bearer), and MBS Session Type (i.e., IPv4/IPv6/ethernet).
E///

Introduce a set of 5GC triggered class-1 NGAP procedures for establishing, modifying and releasing MBS Session resources in RAN in analogy to the already existing NGAP procedures for PDU Session control.

These new set of procedures shall be “connection oriented” in analogy to UE-associated signaling, terminology and the range of “connection” identifiers are suggested in Annex A.

Introduce the possibility to inform the AMF about the MBS Sessions joined in order to allow the AMF to update the distribution tree towards the MB-SMF and to keep track of NG-RAN nodes to be contacted at Session Start along the Registration Area of UEs in CM-IDLE.

Liaise SA2 about those changes in the overall message flow in Figure 8.2.3-1 following proposal 1 and 2.

Define the set of class 1 procedures proposed in Proposal 1 to be used also for setting up RAN resources for a broadcast MBS Session. Introduce optional area information, which can be also used for local multicast MBS traffic delivery.

In NGAP and XnAP, within PDU Session related messages, add to the PDU Session List Item, MBS Session Information for the MBS Sessions the UE joined and are supported by the slice the PDU Session is associated with. 

Foresee the possibility to include to the MBS Session Information associated QoS flow information, which will be also added to legacy QoS Flows List during if the MBS Session is currently ongoing. A supporting gNB will ignore the QoS Flows in the QoS Flows List associated to the ongoing MBS Session, a non-supporting gNB will establish resources for 5GC individual MBS traffic delivery.
*****

- continue working on signaling principles; discuss details if there is consensus

- agreeable to resolve FFS at this time?

- st3 details: integrated vs. separated approach

- check/revise/merge TPs as needed
(E/// - moderator)

Summary of offline disc R3-211027


22.2.3

	CB: # 72_MBS_PTP-PTM_DynChg
HW

discuss dynamic switch between PTP and PTM based on the shared-PDCP architecture.

CU can make decision on whether P2P transmission has to be used for a UE for a MBS service, e.g., MBS packets delivered through UE-specific F1 tunnel, in such case the DU follows the CU’s decision.

If CU does not indicate that the UE has to use P2P transmission for a MBS service, e.g., MBS packets delivered through shared F1 tunnel, the DU makes decision on whether to use P2P or PTM over the radio.

The decision for the dynamic switch can be signaled to the UE by L1/L2 signaling. The final decision is up to RAN2.
CATT

gNB-DU triggers the Uu mode switch procedure between PTP and PTM for a given UE, if the PTM (MB-)N3 tunnel already exists.

discuss how to use the assistant information sent from the core network and “recommended” by SA2 for Uu mode switch procedure when gNB-CU/DU split architecture is used.
TDT

Support the configuration of each active/inactive PTM bearer for an MBS over F1

Support the configuration of each active/inactive PTP bearer for an MBS over F1

Support the PTM/PTP switch commander from a gNG-CU to a gNB-DU over F1
SS

PTP PTM dynamic switching is up to gNB implementation. In case of split gNB, it is up to CU-UP implementation. No additional switching mechanism (e.g. switching indication by MAC/PDCP/RRC) is necessary.

Bearer type change between MBS RB and unicast DRB is supported. 

Assistance information is not needed for the PTP/PTM decision from 5GC.

A common tunnel for PTM and a UE dedicated tunnel for PTP in F1 are needed.
ZTE

requirements for delivery mode switching for NR MBS should at least include minimizing the switching latency and data loss.

DU decides the delivery mode for NR MBS.
Len,Moto

Dynamic PTM and PTP Switching function resides in gNB-DU to enable more efficient switching between PTM and PTP mode.

A shared GTP-U tunnel is used between gNB-CU/CU-UP and gNB-DU for both PTM and PTP modes corresponding to a MBS radio bearer.

An explicit PDCP status report is not needed sent from gNB-CU from the gNB-DU.
LG

The gNB-CU should determine PTP-PTM switching.

Opt1 (one shared F1-U GTP tunnel) should be ruled out irrespective of whether which node decides PTP-PTM switching.

F1-C impacts in case of switching decision in the DU:

- The signaling between adjacent gNB-DUs via the gNB-CU in order to align the radio or resource configuration for PTM transmission

- Transfer of the UE individual feedback on reception quality from the gNB-CU to gNB-DU for switching decision in the gNB-DU

- Indication of switching decision result together with lower layer configuration from the gNB-DU to the gNB-CU in order to provide the radio configuration for the MBS session to the UEs which are receiving the MBS traffic
CMCC

PTP is scheduled via the C-RNTI and PTM is scheduled via the G-RNTI.

Compromise solution: gNB-CU makes the decision on which modes is configured to the UE and dynamic switch function resides in gNB-DU to implement flexible scheduling according to the layer1 information.
*****

- consensus to let CU(-UP) decide, up to implementation?

- shared vs. dedicated tunnel?

- don’t concentrate too much on details

- if not possible to converge at this time, probably OK to leave FFS for now
(SS - moderator)

Summary of offline disc R3-211028


22.2.4

	CB: # 73_MBS_BearerMgmt_F1_E1

Nok

there is a one-one mapping between an MRB in a cell and a shared F1-U tunnel.

one shared F1-U tunnel per MRB per cell.

agree NOT to have standards support for IP multicast over F1 and update the editor’s note.

add the sending of the MBS Session ID and the QoS Profile from CU CP to DU and to CU UP.

gNB DU assigns the G-RNTI. 

SS

agree MBS Session Start/Release procedure for broadcast in F1 and E1. Whether it is applied for multicast service is FFS.

HW

MRB setup over F1 could be accomplished by the F1AP: UE Context Modification procedure. 

MRB setup over E1 could be accomplished by the E1AP: Bearer Context Modification procedure. 

FFS on using enhanced DRB by adding MBS info, or introducing new MRB directly, to setup MRB over F1 and E1.

gNB-DU shall provide the assigned G-RNTI to the gNB-CU, e.g. in the F1AP: UE CONTEXT MODIFICATION RESPONSE message. 

PTM related shared F1-U tunnel can be used for same MBS session established in multiple cells of same DU.

Also support IP multicast method for the shared F1-U transport.

To support Shared NG-U transport, introduce a non UE associated Class1 E1AP procedure, e.g. named as Multicast Distribution Setup procedure.

To support Shared F1-U transport, introduce a non UE associated Class1 F1AP procedure, e.g. named as Multicast Distribution Setup procedure.

To support Shared F1-U transport, introduce a non UE associated Class1 E1AP procedure, it could be the same procedure to setup shared NG-U transport, or another new procedure.
CATT

In case of multiple MRBS for a MBS session, shared F1-U tunnel should be established per MRB.

IP Multicast support is not required for shared F1-U tunnel.

G-RNTI should be allocated by gNB-DU, but this G-RNTI is supposed to be per cell.
ZTE

There is a single F1-U tunnel for one specific MRB between one specific DU and CU, even though the MRB is transmitted in multiple cells of the specific DU.

For specific UE with retransmission in PDCP level (in PTP manner), separate F1-U for the UE is established to transmit the PDCP PDU.

IP multicast is supported in F1-U transport for MBS, and gNB-DU is able to reject IP multicast distribution and fall back to GTP-U tunneling using shared N3 (GTP-U) Point-to-Point tunnel.

MBS context setup/release/modify F1AP procedures are introduced for MBS (at least for broadcast).

MBS Bearer context setup/release/modify F1AP procedures are introduced for MBS (at least for broadcast).

introduce a new type of signaling over E1/F1, i.e., MBS-session-associated signaling, which is associated to one MBS session (e.g., broadcast session).

F1AP procedures for MBS context management and E1AP procedures for MBS bearer context management use MBS-session-associated signaling.
Len,Moto

If the PTM/PTP switch is decided by the gNB-CU, a shared F1-U tunnel is used for PTM, which an individual F1-U tunnel for PTP and retransmission should be used; If the PTM/PTP switch is decided by the gNB-DU, a shared F1-U tunnel is used for both PTM and PTP, while an individual F1-U tunnel is used for retransmission

A shared F1-U tunnel is used for the same MBS bearer in multiple cells of the same gNB-DU.

To support IP multicast method for F1-U transport establishment, gNB-CU assigns the multicast address, forwards it to gNB-DU, and then gNB-DU joins the IP multicast group.

Define a new class 1 non-UE associated F1AP procedure for shared F1-U tunnel establishment

In case of MC-PTM mode, gNB-CU needs to coordinate the G-RNTI allocation for multiple cells.
CMCC

In case of disaggregated gNB, gNB-CU send the F1AP UE CONTEXT REQUEST message to gNB-DU to request the bearer establishment. After the gNB-DU set up the MRB, gNB-DU reply to gNB-CU via F1AP UE CONTEXT REPLY message.

In case of gNB-CU-CP and gNB-CU-UP are separated, gNB-CU-CP send the E1AP BEARER CONTEXT REQUEST message to gNB-CU-UP to request the bearer establishment. After the gNB-CU-UP set up the MRB, gNB-CU-UP reply to gNB-CU-CP via E1AP BEARER CONTEXT REPLY message.

support establishing a F1-U tunnel for the same MBS session serving multiple cells in one DU.

no strong opinion on IP multicast method because of the complexity and the details of IP multicast needs further discussion.
*****

- consensus for shared F1-U tunnel per MRB?

- whether to support IP multicast?

- consensus: G-RNTI allocated by DU?

- Try to converge on general principles; signaling details will descend later
(CATT - moderator)

Summary of offline disc R3-211029


22.2.5

	CB: # 74_MBS_TXarea

CATT

On NG-C interface, MBS service area info (e.g. a list of cell ID) should be indicated in the NGAP MBS session resource signaling for local multicast session.

On F1 interface, which cells to provide MBS service (e.g. a list of cell IDs) should also be indicated in the F1AP MBS session resource signaling for Multicast session.

introduce a concept of MBS Transmission Area.

introduce a concept of Multicast Transmission Area, to distinguish from the Multicast sevice area from SA2.

introduce a concept of Broadcast Transmission Area, and it is determined by MBS service area provided by 5GC.
Len,Moto

Within a gNB-DU, the gNB-DU can schedule the multicast traffic among multiple cells using a same G-RNTI and radio resources among these cells (i.e. called MC-PTM mode).

It is up to the gNB-CU makes the decision on which modes is configured to the UE i.e. PTP mode only, SC-PTM mode only, MC-PTM mode only, or both PTP and SC-PTM/MC-PTM modes.

It is up to the gNB-CU makes the decision on the MBS data transmission area of a MBS session.

MBS data transmission mode and MBS transmission area management are achieved by MBS Bearer Setup or MBS Bearer Modification procedure:

-
The data transmission area (which is a cell or a cell list) is included in MBS BEARER SETUP REQUEST message.
*****

- continue discussion on whether to introduce MBS transmission area; try to converge on general principles (maintain alignment with CB on architecture)

- avoid unnecessary details
(Len - moderator)

Summary of offline disc R3-211030


22.3.1

	CB: # 75_MBS_Mobility_Supporting

Nok

mobility requirement between two asynchronous cells using shared MBS delivery is to have “seamless handover” for the radio bearers (which may or may not be lossless) and not always “lossless handover”.

definition of “MBS seamless handover”: a handover which minimizes the packet loss by avoiding the loss of packets specifically due to the desynchronization between source and target cell.

support “Seamless handover” using PTP mode in target cell with common PDCP and by synchronizing PDCP count between source and target cell.

do not add support for seamless handover into PTM mode in target cell.

MBS QoS flows are not multiplexed over an MRB i.e. there is a one-to-one mapping between MBS QoS flow and the MRB using common PDCP.

agree that an N3 sequence number is generated by UPF at QoS flow level, therefore in the PDU session control protocol (TS 38.415).
target gNB triggers the setup of the MBS user plane resources in the target cell, when needed, during the preparation phase.

target NG-RAN node triggers the setup of the MBS user plane using the new MBS User Plane Setup procedure (see tdoc [4]). It includes a DL tunnel endpoint in the MBS UP Setup Request for unicast with an indication if it supports multicast transport, and a source IP Multicast address is included in the MBS UP Setup Response message if multicast transport is used. 

transfer MBS context information from source to target applies also for broadcast. It should include at least the MBS session ID e.g. TMGI the UE is interested in, assuming RAN2 agreement.
NG-RAN node directly signals to the MB-SMF to request the setup of the N3 shared tunnel. This applies to both context creation at first UE joining and incoming handover.

NG-RAN node directly signals to the MB-SMF to request the release of the N3 shared tunnel. This applies to both context removal at last UE leaving or outgoing handover.

agree a new NGAP class 1 non-UE associated MBS User Plane Setup procedure triggered by NG-RAN to MB-SMF to setup the user plane between NG-RAN and MB-UPF. Include the MB-SMF ID and the Transport Layer Address in the MBS User Plane Setup request message and the IP multicast address in the MBS User Plane Setup response message.

NG-RAN node indicates to MB-SMF in the MBS User Plane Setup Request message whether it supports and is ready to accept multicast transport.

include the MBS DL TEID per multicast session in the MBS UP Setup Request Transfer IE and the IP Multicast Address and source address per multicast session in the MBS UP Setup Response Transfer for sessions using multicast transport.
SS

source gNB sends the SN status of MBS service to the target gNB in HO Request message. The target gNB decides if the data forwarding is needed based on the SN status in the source gNB and the target gNB.

discuss how to stop the data forwarding for NR MBS.

source gNB stops the data forwarding based on the indication information from the target gNB. 

indication info could be the SN status in the target gNB or an explicit forwarding stop indication. The detail is FFS.
gNB assigns PDCP SN according to the received GTP-u SN.

1-1 mapping between QoS flow to MRB, or 1-1 mapping between MBS session to MRB.

study how to keep the synchronized PDCP SN assignment if a gNB joins the MBS data distribution after the session is started.

confirm the data loss in NG-U is indeed possible, and the solution is FFS.
HW,CMCC

MBS context information of a MBS Session in the XnAP: HANDOVER REQUEST message should at least include TMGI, MBS session ID and the List of MBS QoS flows.

MBS configuration in the XnAP: HANDOVER REQUEST ACKNOWLEDGE message should at least contain the target G-RNTIs for the admitted MBS sessions.

During Mobility, setup of the MRB over F1 and E1 in the target cell could be supported by introducing MBS information in the F1AP: UE Context Setup Procedure and E1AP: Bearer Context Setup Procedure.

introduce non UE associated procedures over NGAP and E1AP (e.g. named as: Multicast Distribution Setup) to achieve the shared NG-U establishment at the target side in handover procedure, (i.e. reuse the procedure proposed to establish NG-U during MBS session setup)

introduce non UE associated procedures over F1AP and E1AP (e.g. named as: Multicast Distribution Setup) to achieve the shared F1-U establishment at the target side in handover procedure, (i.e. reuse the procedure proposed to establish F1-U during MRB setup)
To achieve DL PDCP SN synchronization, at least for the MBS service with high reliability requirement, different gNBs should receive the same MBS packets with the same reference SN.

Support DL PDCP SN synchronization for MBS Sessions with high reliability.

down select between the two options.

- one to one mapping between MBS Session and MRB, set PDCP SN according to  the GTP-U SN

- one to one mapping between MBS Flow and MRB, set PDCP SN according to  the QFI SN
Support data forwarding from source gNB to target gNB.

Support exchanging MBS progress between source gNB and target gNB, further discuss how to exchange, e.g. reuse existing procedures or introduce new ones.
CATT

Support the NG-U TNL path for multicast session to be established during the handover preparation phase of Xn-based handover, and the packets received through it can be delivered over Uu instantly.

If the core network has sent NGAP messaged aiming to modify multicast context toward some RAN nodes when it received a message aiming to establish NG-U TNL path for this multicast session from the target gNB, the core network should send the multicast packet according to the new configuration toward this target gNB regardless of whether the XnAP Handover Request message is sent before MBS session modification takes place.

Non-UE associated NGAP signaling should be used for the target gNB to get the fresh multicast configuration.

Non-UE associated NGAP signaling should be used to update the multicast configuration in RAN.

discuss what message to use if MBS session modification procedure collides with a handover procedure; liaise SA2 if needed.
analyze and evaluate the three options presented (per-MRB N3 count for UP Count Sync; per-QoS-flow N3 count for UP Count Sync; no UP Count Sync between gNBs, but use a “start marker” to deduce UP Count offset during HO), and if needed, liaise other WGs to ask for their opinion
QC

agree WA and send LS to SA2 to confirm: 

-
MB-UPF multicasts same MB payload packet to each gNB using same GTP-U sequence number

-
gNB derives PDCP SN from the GTP-U sequence number.

Include DL COUNT of the UE’s receiving MRB in SN Status Transfer message.

Source gNB includes current PDCP SN of each MBS radio bearer in Handover Request, for target gNB to buffer packet for the UE, if needed (e.g. target PDCP SN is far ahead of source).

In HO Req Ack, target gNB tells source gNB the current PDCP SN of each MBS radio bearer for source gNB to decide packets to forward.
TDT

gNB-CU supports the same SDAP/PDCP/RLC/PDSCH/PDCCH configuration of the PTM/PTP bearers of an MBS over F1 in the cells in the gNB-CU during the MBS Session Setup procedure.

gNB-CU supports the same SDAP/PDCP/PDSCH/PDCCH configuration of the PTM and PTP bearers of an MBS over F1 in the cells in the gNB-CU during the MBS Session Setup procedure.

Discuss the content of each message during the handover procedure based on the same configuration of the PTM/PTP bearers of an MBS in the cells in the gNB-CU. F1 supports each message.

Xn supports the same SDAP/PDCP/RLC/PDSCH/PDCCH configuration of the PTM/PTP bearers of an MBS in the cells in the different gNBs during the MBS Session Setup procedure, with one gNB as the master gNB and the other gNBs as the secondary gNBs among all gNBs connected over Xn with each other.

Xn supports the same SDAP/PDCP/PDSCH/PDCCH configuration of the PTM and PTP bearers of an MBS in the cells in the different gNBs during the MBS Session Setup procedure, with one gNB as the master gNB and the other gNBs as the secondary gNBs among all gNBs connected over Xn with each other.

Discuss the content of each message during the handover procedure based on the same configuration of the PTM/PTP bearers of an MBS in the cells in the different gNB-CUs. Xn supports each message.

E1 supports the same configuration during both the MBS session setup procedure and the handover procedure.
Vivo

DL MRB PDCP SN equals to N3 tunnel SN for DL MRB PDCP SN synchronization
LG

Sol1, i.e., Derive PDCP SN from UP protocol data generated at the UPF (GTP-U SN, NG-U), is preferred to perform alignment of PDCP SNs among cells served by neighboring gNBs. 

Sol1, i.e., Per-UE data forwarding and SN Status report, is preferred to minimize data loss during handover. 

A message from target gNB can be used to stop per-UE data forwarding. 

For UE’s handover with MBS service, the bearer type change information, i.e. from DRB to MRB or the reverse direction, should be included in the MBS context information within the UE context.  
ZTE

MBS context info in the HANDOVER REQUEST can include MBS session ID or TMGI, the slice information, MBS QoS flow information and the current QoS flow to bearer mapping rules.
Ho Req Ack message includes the list of successfully established MBS sessions, the list of MBS sessions not admitted to be added, together with the admitted MBS QoS flow info per MBS session.

take the given procedure as the baseline of inter-gNB handover.

For simplicity and less spec impact, enhance Path Switch procedure to enable RAN-initiated NGAP procedure for establishing MBS session resource in mobility case. 

discuss the time when to setup MBS UP resources towards 5GC.
not to derive PDCP SN based on SN assigned by UPF for aligning PDCP SNs between gNBs.

not to use the solution of “Common PDCP entity among different RAN nodes” for aligning PDCP SNs between gNBs.

consider cat3, i.e., lossless handover for NR MBS without PDCP SN sync as an viable solution. LS SA2 to enquire the feasibility of allowing data duplication in the solution cat3.
Len,Moto

gNBs allocate PDCP count value associated with a “SN” from CN to keep the PDCP SN synchronization among gNBs. 

For shared MBS traffic delivery, the target gNB decides whether data forwarding is needed or not according to the transmission status in the source and the data buffer status in the target i.e. the source includes the transmission status of a MBS session in the HANDOVER REQUEST message.

discuss how to handle “end marker” packets over the shared GTP-U tunnel for the shared MBS traffic delivery mode e.g. to introduce per UE end marker packet in the shared tunnel.

A dedicated GTP-U tunnel for data forwarding of per MBS session or per radio bearer is established between the source gNB and the target gNB

target gNB delivers the forwarded and missing MBS packets dedicatedly to the UE in the PTP leg (if configured) or a temporary dedicated bearer (if the PTP leg is not configured).
E///

Abstain from a Rel-17 solution realizing alignment of PDCP SNs between gNBs by NG-U protocol means.

Support coordination of a central PDCP entity supporting 5GC shared MBS traffic delivery shared among multiple gNBs with impacts on E1, NG and potential 5GC internal interfaces. Liaise SA2 and CT4 on respective 5GC internal matters.

Agree that stage 2 example message flows for mobility between gNBs supporting MBS will not mention data forwarding under the assumption that the distribution tree towards the target gNB is already updated at HO execution or the PDCP entity in NG-RAN does not change. SA2 needs to be informed.

If not yet convinced by discussions led in R3-210639 [2] and R3-210642 [3] it would be time to re-consider approval of the signaling additions described and suggested in R3-210642 [3].

In XnAP, within the existing PDU Session Resources To Be Setup List IE in HANDOVER REQUEST, include MBS Session related information related to MBS Sessions the UE has joined.

If interworking with non-supporting gNBs has to be supported, at associate QoS flow information as well.

If there is an active MBS Session, include in the legacy QoS Flows To Be Setup List QoS flow information according to the associated QoS flow(s), which shall be ignored by a supporting target gNB but will lead to establishment of PDU Session resources for 5GC individual MBS traffic delivery.
CMCC

introduce reply message from the target gNB to the source gNB. The message flow of current handover can be taken as baseline and some enhancements are added in the message flow to fulfil lossless handover between MBS supporting nodes.

Reply message indicates the current buffer information of target gNB or the PDCP SN of the unacknowledged data packets by UE as well as transmission failed packets in source gNB.
*****

- Chair: try to achieve consensus on MBS session info and mapping (QoS flow to MRB vs. session to MRB), if possible; capture in st3 what is agreeable

- Chair: “seamless” HO, discussion on PDCP SN alignment (central entity vs. protocol means), data forwarding details: suggest lower prio for now? Consensus seems challenging
(SS - moderator)
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22.3.2

	CB: # 76_MBS_Mobility_Non-supporting

Nok

select option 2 (associated unicast QoS flow is setup at the time of joining PDU session setup/modify, or in any case much in advance of HO req attempt) and agree that the unicast QoS flow associated to an MBS QoS flow can be setup at PDU session resource setup/modify, with a mapping between the MBS flow and the associated unicast QoS flow.

do not introduce a new NG-RAN message to trigger QoS flow setup.

agree to standardize only option 2.2 (source NG-RAN node doesn’t need to know in advance whether the target NG-RAN node supports MBS) for Xn mobility from MBS-supporting to non-MBS-supporting NG-RAN nodes where the switch from shared delivery to individual delivery takes place during the path switch procedure by the SMF.
HW

to enable data forwarding for mobility from MBS supporting node to non-supporting node, for the data to be forwarded, the source gNB needs to change the QFI in NR-U header to the mapped unicast QFI.

For mobility from MBS non-supporting node to supporting node, legacy handover will be performed, and then CN triggers to setup MBS Session towards the target gNB accordingly, no RAN3 impact is foreseen.
CATT

case in which the source gNB is a Rel-15/16 gNB and cannot understand any new IE introduced in Rel-17 should be taken into account.

CN needs to change the N3 delivery mode toward “shared” for the UE subject of handover during the path switch procedure, or otherwise the data delivery path over N3 has to be switched twice for this UE.

consider the method based on Opt3 (in R3-210314) to minimize data loss during handover from non-MBS-supporting gNB toward MBS-supporting gNB.
The case in which the target gNB is a Rel-15/16 gNB and cannot understand any new IE introduced in Rel-17 should be taken into account.

acknowledge the benefit that at least some MBS sessions are each associated with a PDU session, in order to facilitate MBS service continuity and minimize data loss during handover from an MBS-supporting gNB toward a Rel-15/16 gNB and send an LS if needed.
TDT

Discuss the content of each listed message based on the same configuration of the PTM/PTP bearers of an MBS in the different cells in the gNB-CU. F1 supports each listed message.

Discuss the content of each listed message based on the same configuration of the PTM/PTP bearers of an MBS in the different cells in the different gNB-CUs. Xn and F1 support each listed message.

E1 supports the same configuration of the PTM/PTP bearers of an MBS during both the MBS session setup procedure and the handover procedure.
E///

In NGAP and XnAP, within PDU Session related messages, add to the PDU Session List Item, MBS Session Information for the MBS Sessions the UE joined and are supported by the slice the PDU Session is associated with.

Foresee the possibility to include to the MBS Session Information associated QoS flow information, which will be also added to legacy QoS Flows List during if the MBS Session is currently ongoing. A supporting gNB will ignore the QoS Flows in the QoS Flows List associated to the ongoing MBS Session, a non-supporting gNB will establish resources for 5GC individual MBS traffic delivery.

And don’t forget to provide an explicit indication to the SMF holding the (associated) PDU Session context for the UE whether the provided MBS Session Information is actually stored in the gNB. RAN node supports MBS.

In XnAP, within the existing PDU Session Resources To Be Setup List IE in HANDOVER REQUEST, include MBS Session related information related to MBS Sessions the UE has joined.

If interworking with non-supporting gNBs has to be supported, at associate QoS flow information as well.

If there is an active MBS Session, include in the legacy QoS Flows To Be Setup List QoS flow information according to the associated QoS flow(s), which shall be ignored by a supporting target gNB but will lead to establishment of PDU Session resources for 5GC individual MBS traffic delivery.

For data forwarding at HO to a non-MBS supporting node, discuss the solution for stopping individual forwarding traffic by inserting End-Marker packets carrying a UE specific token which is allocated by the source gNB and provided to the serving SMF at (associated) PDU Session establishment. It is also proposed to liaise to SA2 requesting feedback on that approach.

Discuss the proposed OAM/configuration-based approach for directly switching from individual to shared delivery based on assignment of identifiers for the slice, QoS flow and (associated) PDU Session. Liaise to SA2 about the outcome of that discussion.

Confirm that it is impossible to avoid data loss/duplication for handover from a non-supporting to a supporting gNB, even if (UE individual data forwarding) is applied.

Confirm that it should be possible to configure individual and shared radio bearers for the time of transmitting forwarded packets from the non-supporting gNB to the UE at the supporting target gNB, with the individual radio bearers released once forwarded packets have been received by the UE.  If necessary, liaise with appropriate groups.
*****
- suggest to keep commonalities with the “supporting” scenario, if possible (i.e. maintain alignment with other CBs)

- which information to include, etc.?

- suggest to keep cross-release issues separate, for now

- lossless not feasible/downprioritized?
(HW - moderator)
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22.4

	CB: # 77_MBS_SvcCont_InactiveUEs

HW

UEs obtain target/new cell MTCH configuration of a Broadcast Service via target/new cell MCCH/SIB, i.e. no need to exchange target/neighbor cell MTCH configuration of a Broadcast Service via Xn interface.

reuse LTE mechanisms to maintain the broadcast service reception continuity, i.e. support NR MBS frequency layer prioritization, Neighbor cell broadcasting status for ongoing services, and NR MBS interesting indication report for RRC_CONNECTED mode UEs.

To support NR MBS frequency layer prioritization while avoid broadcasting a TMGI list for all MBS services, it is needed to introduce SAI or MBS service group ID for Broadcast Session, and exchange via Xn signaling or/and OAM.

To support Neighbor cell broadcasting status for ongoing services and NR MBS interesting indication report, it is needed to provide the cells list in MBS session start/update from CN to RAN, and the cell list shall include both the cells in the current gNB and also the cells in neighbor gNBs.
CATT

For broadcast session, the information related to MBS service area transmitted via N2 signaling, should contains all cells supporting this MBS service.

The area specific MCCH transmission should be limited to the case of intra-DU in R17.
Len,Moto

consider NR MDT functionality for collecting MBS measurements from UEs in RRC_IDLE and RRC_INACTIVE

(CATT - moderator)
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23.2.1

	CB: # 31_eNBarchEvol_General

E///

Capture architecture and definitions of eNB CP-UP separation in TS 36.401 and take TS 38.401 CP-UP separation sections as baseline

Reuse E1 as interface between eNB* and eNB-UP

Reuse E1 as interface between ng-eNB-CU-CP and ng-eNB-CU-UP

Further discuss if all the E1 functions and procedures are applicable to LTE CP-UP separation
HW 0865

take existing E1 as base line.

decide whether to introduce a new protocol set or reuse existing protocol set.

discuss and agree on the introduction of new logical node name: ng-eNB-CU-CP, ng-eNB-CU-UP, eNB-CP and eNB-UP.

whether to introduce new logical node name as ng-eNB-CP and ng-eNB-UP.
HW 0866

adopt the interface general principles for E1 to the new interface.

The new interface should at least support the following three functions: interface management, bearer context management and TEIDs allocation.

- Capture initial assumptions; attempt st2 BL CR (lots of FFSs as needed)
(HW - moderator)

Summary of offline disc R3-210976


23.2.2

	CB: # 32_eNBarchEvol_SignalingTransport

E///

(proposes updating E1 signaling transport to support the new use case)

HW 0869

use SCTP as transport bearer for AP signaling.

reuse the E1 signaling bearer protocol stack for the new interface.

same functions as specified for E1 signaling bearer should also be supported over the new interface.
HW 0870

DTLS over SCTP should be supported.

Resolving PPID issue after CTR works out an alternative solution for port allocation.

Multiple SCTP endpoints per CP/UP pair should be supported.

The first SCTP association could be triggered either by CP or by UP, but the additional SCTP associations should be initiated by UP

SCTP multi-homing should also be supported.

- Whether to start from the ground up or to directly conclude that E1 transport is suitable and should be adopted? If the latter, go for BL CR to existing spec
(HW - moderator)
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23.2.3

	CB: # 33_eNBarchEvol_AP

E///

For section 1 to section 7, add the new eNB logical entities names to each occurrence of the gNB-CU-CP and gNB-CU-UP

For sections 8 and 9, add a note establishing the equivalence between all the CP logical entities and between all the UP logical entities

Further discuss if all the E1 functions and procedures are applicable to LTE CP-UP separation

Reuse the existing UE AP IDs for the new logical entities
HW 0867

The new interface shall support bearer context management function includes the Bearer Context Setup function, the Bearer Context Release function, and the Bearer Context Modification function.

The bearer context management of the new interface function should provide the QoS flow to DRB mapping configuration and the S-NSSAI.
HW 0868

The new interface management function includes the Reset function, the Error Indication function, the Interface Setup function, the Configuration Update function, and the Status Indication function.

During the Interface Setup procedure or the Configuration Update procedure, the CU-UP should provide the supported ECGI, S-NSSAI and PLMN-ID.

- Whether to start from the ground up or to directly conclude that E1AP can be reused? If the latter, go for E1AP BL CR
(E/// - moderator)
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30

	CB: # 16_Basket_SDT

- Prioritize discussion on SDT LS (0029); if agreeable, SDT LS discussion could be used as additional input and possibly captured

- If consensus, capture any general principles / descriptions / open issues / WA / agreements for upcoming RAN3 work (to be captured in Chair’s Notes)

- suggest to avoid discussing details (CRs,TPs, etc.) unless there is full agreement
(ZTE - moderator)

Summary of offline disc R3-210979

	CB: # 17_Basket_AI
- resolution of FFSs

- high-level framework for continuation of SI

- new use case: energy saving? (lower prio discussion?)

- If consensus, capture any general principles / descriptions / open issues / WA / agreements for upcoming RAN3 work (to be captured in Chair’s Notes)

- suggest to avoid discussing details (CRs,TPs, etc.) unless there is full agreement
(CMCC - moderator)

Summary of offline disc R3-210980

	CB: # 18_Basket_USIM
- Introduce Paging Cause to support multi-USIM devices? Which network interfaces are impacted?

- No S1AP impact for EPS paging collision?

- If consensus, capture any general principles / descriptions / open issues / WA / agreements for upcoming RAN3 work (to be captured in Chair’s Notes)
- Avoid too much discussion on details unless there is full agreement
(Vivo - moderator)

Summary of offline disc R3-210981

	CB: # 19_Basket_Rel-17Pos
- Reply to RAN2 raising the detected issues and proposing a review considering the updated NG-AP and F1-AP interface delay values?
- If no agreement on the NG-AP latency values, liaising RAN2 mentioning that there is no consensus on the RAN3 interfaces latency (any aspect based on them should not be agreed for the WI)?
(E/// - moderator)

Summary of offline disc R3-210982

	CB: # 20_Basket_NB-IoT_MTC
- note work plan

- If needed, capture any general principles / descriptions / open issues / WA / agreements for upcoming RAN3 work (to be captured in Chair’s Notes)
(HW - moderator)

Summary of offline disc R3-210983

	CB: # 21_Basket_RedPDUsessEnh
- expect work coming from SA2  (WI in SP-200448) starting in Q2 or Q3 of year 2021
- If needed, capture any general principles / descriptions / open issues / WA / agreements (to be captured in Chair’s Notes)
(Nok - moderator)
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31.1.1
	CB: # 22_InclusiveLanguage

NEC

No corrections needed to 38.401, 36.401, 25.412, 25.435, 25.468

Nok

discuss (possibly in coordination with other groups) how to handle the term “slave clock”, which exists in the title of five non-3GPP references (ITU and ETSI).

discuss whether to replace language in older TS/TR which were not updated to Release 16, e.g. TR 36.742 and TS 37.803.
- Chair: According to RP-202179, TRs are to be included in review exercise, so Cat D CRs to old TRs seem to be expected (NB agreeing/endorsing such a CR will indeed bring the TR to Rel-17)

- Chair: w.r.t. “slave clock” etc., in SP-201144 TSG SA has liaised external organizations (e.g. IEEE 1588) to inform them of our activity; we might receive information about their progress. E.g. IEEE 1588g (https://standards.ieee.org/project/1588g.html) will define alternative terms for master/slave but not replace those terms

- note LS

- check details; revise as needed; final versions of CRs should be Cat D (following RAN guidance)

- endorse all CRs

- to be implemented by MCC when Rel-17 versions will be generated

- Chairman will report to RAN

(ID - moderator)
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31.2.1

	CB: # 23_Local_NG-RANnode_ID

HW

further clarify the possible solution for gNB ID resolution from I-RNTI, especially on the observations raised
any new solution shall support the following requirements:

1) Work well in multi-vendor scenario

2) Support Network Sharing

3) Avoid any collision or confusion

4) Solution should be backward compatible
ZTE

discuss whether a short gNB ID would be needed in I-RNTI.

three alternatives to address the ambiguity caused by different lengths of (short) NG-RAN Node IDs:

Alt1: length of the (short) NG-RAN Node ID part in I-RNTI is fixed in the specification, as that for Resume ID in LTE. 

Alt2: length of (short) NG-RAN Node ID part in I-RNTI is explicitly sent to the new NG-RAN node with the I-RNTI. 

Alt3: length of (short) NG-RAN Node ID part in I-RNTI is self-contained in the I-RNTI, e.g., to separate 3bits in I-RNTI for using as I-RNTI structure indication.  
Nok

Specify sol2: the bits encoding the old gNB ID pointer are simply generated taking the modulo value of the true gNB ID (no XnAP impact)

E///,AT&T,Vz

agree on a standardized structure of the I-RNTI. Two options:

Opt1: the I-RNTI structure includes a Local gNB Identifier and a UE Context identifier. The length in bits of the Local gNB Identifier and the length in bit of the UE Context identifier are identical in the complete PLMN. More than one Local gNB Identifiers can be assigned per RAN node.

Opt2: the I-RNTI structure includes an I-RNTI profile of fixed length, a Local gNB Identifier and a UE Context Identifier. The length of the Local gNB Identifier and the length of the UE Context Identifier are encoded in the I-RNTI profile.
- To be considered in the discussion: are principles in 0448 agreeable as basis to further guide selection? Is it possible at all to avoid st3 impact? If st3 impact is unavoidable, which option is preferable?

- check details; merge/revise as needed
(E/// - moderator)
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