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SS etc.
Agree CR on F1-C traffic transfer over Xn. 
the node terminating F1-C should determine the F1-C transfer path.
Depending on RAN2 progress, the additional functionality for non-donor CU is to deliver the IABOthereInformation to donor CU for IP address configuration.  
Change WA to agreement to support the following two scenarios for inter-donor topology redundancy:
 - Scenario 1: the IAB node is multi-connected with 2 Donors. 
 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.
the F1 interface of the boundary IAB node and its descendant node(s) can be terminated to the MN. 
For inter-donor topology redundancy, the granularity for F1-U and F1-C traffic is F1-U tunnel and TNL association, respectively. 
The BAP header rewriting via BAP routing ID mapping configuration can be applied to support the traffic transmission across two topologies.
the boundary IAB node and the descendant IAB nodes should be allocated two sets of IP address(es), and each set is anchored to the donor DU of one topology.
multi-MT solution is not considered for topology redundancy.  
QC
discuss which of the IAB-MT’s MN or SN determines whether topological redundancy or CP-UP separation is applied for an IAB-node that uses NR-DC.
For CP-UP separation, discuss which of the IAB-MT’s MN or SN determines whether scenario 1 (F1-C via MN, F1-U via SN) or scenario 2 (F1-C via SN, F1-U via MN) is applied for an IAB-node that uses NR-DC.
discuss whether topological redundancy should include the transport of traffic via two or more boundary nodes or otherwise how to avoid such a scenario.
consider BAP routing across multiple IAB-donor topologies.
discuss use of a common BAP routing ID for BAP routes that cross a topology boundary vs. concatenation of BAP routes with topology-specific BAP routing IDs at the topology boundary.
For inter-topology BAP routes that use a common BAP routing ID, consider inter-donor coordination of BAP routing IDs vs. global scope BAP routing entries to avoid BAP-name-space collisions.
To support inter-topology BAP route concatenation, consider BAP header rewriting vs. IP routing.
discuss bearer mapping rules for transport across multiple topologies.
Nok
enhance Xn interface to enable the transfer of F1-C traffic. 
OAM can configure the IAB to only have F1 with MN or SN. When both set of parameters are configured in the IAB, it is up to IAB to select a Donor for F1 setup.  
both Donors allocate the BAP address to the IAB node. 
Inter-Donor Routing needs to be supported. 
It is the IAB Donor who host the F1 interface for the IAB node determine the load balancing between the two legs. 
Introduce a new XnAP procedure to support inter-Routing.
discuss how long the CU component of the routing ID could be and if the added overhead is tolerable. 
consider solution opts 3, 4 and 5 for the BAP address collision problem.  
LG
Opt2 (i.e. inter-donor negotiation based solution) is preferred for solving BAP address collision for supporting topological redundancy for IAB node. 
Master donor-CU determines the degree of load balancing between both IAB-donors.
HW
In Rel-17 inter-CU migration/topology management cases, the baseline co-existence assumption is that IAB-MT and its collocated IAB-DU always controlled by the same IAB donor CU.
Liaise RAN1 asking about the possibility that an IAB-MT and its collocated IAB-DU are controlled by different IAB-donor CUs.
IAB-MT’s applied configuration and its parent IAB-DU’s applied configuration on the BH link should be always controlled/generated by the same CU.
inter-donor topology management, including concatenation of multiple IAB network fragments from different CUs, should support the specific BAP path for F1 traffic between one IAB-DU and its associated CU, where some of the intermediate nodes in this BAP path may be controlled by different CUs.
design unified solutions for inter-donor F1 transport, to cover the following three use cases together: inter-donor redundancy, inter-donor migration, and inter-donor re-routing.
agree the following principle for inter-donor topology management:
-	Single CU is responsible for the E2E QoS division among multiple IAB network fragments.
-	The per hop QoS and BH RLC channel management is still controlled by individual CU.
ask RAN2 for coordination when discuss the two manners (controlled by one CU in centralized way, or controlled by individual CU) for the following configurations in inter-donor topology management: BAP routing ID allocation, BAP routing ID determination, BAP routing configuration, BH RLC CH mapping configuration.
Len,Moto
The boundary IAB node and its descendant IAB nodes maintain terminating their F1 interfaces to the IAB-donor which they connected to before topology redundancy establishment.
The boundary IAB node and its descendant IAB nodes cannot terminate their F1 interface to different donors.
intra-CU topology redundancy load balance mechanism can be reused for inter-CU topology redundancy:
- The granularity of the F1-U load balance is per UE DRB;
- Both first and second legs can be used for F1AP messages transmission.
Only one BAP address is configured for the IAB node, and a mapping table between BAP addresses (BAP routing IDs) allocated by different IAB-donors can be configured for the boundary IAB node.
ZTE
For scenario 1, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
For scenario 2 using SRB 3, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
The non-donor node should indicate donor whether SRB 3 has been setup via Xn interface.
The granularity of F1-U traffic is per GTP-U tunnel in inter-donor redundancy scenario.
The granularity of F1-C traffic should be per F1-C traffic type, i.e. UE-associated F1AP, non-UE-associated F1AP.
the boundary IAB node and descendant IAB node(s) still terminate their F1 interfaces to the first donor CU.
use the BAP address space separation method, e.g. non-overlapping BAP address space is allocated to different CUs by OAM, to resolve BAP routing/address collision issue.
*****
- whether to enable F1-C transfer over Xn?
- boundary IAB node and its descendants terminate their F1 to a single donor?
- whether and how to address BAP address collision?
- Check details; Revise CR if needed; endorse as BL if agreeable
(SS - moderator)
Summary of offline disc R3-211004


 
Relevant contributions:
[1] R3-210218 Discussion on CP-UP separation and inter-donor topology redundancy (Samsung)
[2] R3-210219 CR on CP-UP separation over Xn for Rel-17 IAB (Samsung, Nokia, Nokia Shanghai Bell, Verizon, Qualcomm Incorporated, CATT, ZTE, Fujitsu, AT&T, KDDI, Lenovo, Motorola Mobility, LG Electronics, Ericsson)
[3] R3-210349  Backhaul transport for inter-donor redundancy (Qualcomm Incorporated)
[4] R3-210489  discussion on Inter-CU topology redundancy (Nokia, Nokia Shanghai Bell)
[5] R3-210536  Considerations on topological redundancy for IAB (LG Electronics)
[6] R3-210549  Discussion on inter-donor topology management (Huawei)
[7] R3-210615 Discussion on IAB inter-donor topology redundancy (Lenovo, Motorola Mobility)
[8] R3-210717 Discussion on topology redundancy (ZTE)
[9] R3-210722 Simultaneous Connectivity to Two IAB-donors and the Use of CHO (Ericsson)

This e-mail discussion is divided into two phases:
· Phase I: View collection of multiple issues
Deadline: Thursday, Jan. 28th, 2021, 12:00 UTC. This allows us to discuss intermediate stage in Monday online session (Feb. 1, 2021).
· Phase II: TBD
For the Chairman’s Notes
…
Discussions
CP-UP separation
In last RAN3 meeting, the following two scenarios are agreed to be supported in Rel-17:
- Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)
Contribution [1] (Samsung), [4](Nokia), and [8](ZTE) indicate that a new XnAP procedure is needed to support the F1-C traffic over Xn, and the corresponding CR is give in [2]. In addition, contribution [4] provides the stage-2 TP (TS38.420) for this feature. Since CR in [2] is co-signed by multiple companies, the moderator will call for the following proposal:
Moderator’s proposal 1-1: Agree [2] as the BL CR for TS38.423, and change TP in [4] to the BL CR for TS38.420 
Considering the majority support to [2], the moderator would ask companies to provide views if the above Moderator’s proposal 1-1 is NOT agreeable, especially, if any technical showstopper is identified. Of course, if any revision is needed, please also point it out here. 
Q1-1(BL CRs): please share your view on Moderator’s Proposal 1-1 if it is NOT agreeable or some revisions are identified. Otherwise (i.e., the Moderator Proposal 1-1 is agreeable), you can skip this question)
	Company
	Comments 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:


Except the scenario 1&2 agreed in last meeting, contribution [3] (Qualcomm) indicates that CP-UP separation is also applicable for the cases where both MN and SN have the capability being IAB donor node for an IAB node, as shown in the following figure. Among those four cases, the IAB node terminates its F1 interface to one donor CU. The resultant issue is which node decides the transmission path of the F1-C traffic (e.g., MCG, SCG , both). Contribution [1](Samsung) and [8](ZTE) indicates the donor CU of the IAB node has clear information on whether F1-C can be transmitted via the path served by such donor CU or not. Thus, the node terminating F1-C should determine the F1-C transfer path.” On the other hand, in Rel-16, the F1-C transfer path is determined by the en-gNB, which acts as the donor node of the IAB node. Thus, the moderator calls for the following proposal: 


Moderator’s Proposal 1-2: the node terminating F1-C determines the transfer path of F1-C traffic in case of CP-UP separation.
Q1-2 (Determination of F1-C transfer path): please share your view on Moderator’s Proposal 1-2.
	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree 
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Moderator summary:


In addition, some stage 3 issues are discussed. For example, contribution [4](Nok) and [8] (ZTE) discuss F1-C traffic via SRB3 or split SRB for the above scenario 2, contribution [1] (Samsung) discusses the additional functions between non-donor CU and donor CU, e.g., IABOtherInformation transfer. However, all those issues need RAN2 input first. So, the moderator suggest to postpone those discussions till RAN2 has made progress.  
Q1-3 (Others): please provide the view on other issues (if any) not mentioned above. 
	Company
	Comments 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:


Inter-donor topology redundancy
· Scenarios
Contribution [1] (Samsung) indicates to change WA in last meeting to agreement. Contribution [3] proposed to discuss whether topology redundancy should include the transport of traffic via two or more boundary nodes (an example is given below), or otherwise how to avoid such a scenario.


The moderator would like to raise the following questions to collect company’s view.
Q2-1 (Scenarios): please provide view on the following questions:
a. Can we change WA in last meeting (i.e., support scenario 1 and scenario 2) to agreement?
b. Shall we support topology redundancy by considering the transport of traffic via two or more boundary nodes? If not, how to avoid such scenario?
	Company
	Comments 

	Samsung
	a. Yes
b. Not now. We need first figure out the case of transmitting traffic via one boundary node. To avoid the transport via two or more boundary nodes, the F1-termination donor CU can determine to offload the traffic to one donor CU only.  

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:


· Realization of inter-donor topology redundancy at the boundary IAB node
In addition, two options are mentioned to realize the inter-donor topology redundancy at the boundary IAB node, i.e., NR-DC, Dual IAB Protocol Stack/dual-MT [9](Ericsson). In particular, DIPS/dual-MT solution in [9] is described as:
a. Two independent protocol stacks (RLC/MAC/PHY)
b. One or two independent BAP entities with some common and some independent functionalities.
c. Each CU allocates its own resources (e.g., addresses, BH RLC channels, etc.) without the need for coordination, and configures each protocol stack.
Moreover, to perform the load balance, contribution [9] mentioned that “When the CU determines that load balancing is needed, the CU starts the procedure requesting to a second CU resources to offload part of the traffic of a certain IAB node. The CUs will negotiate the configuration and the second CU will prepare the configuration to apply in the second protocol stack of the IAB-MT, the RLC backhaul channel(s), BAP address(es), etc.
The IAB-MT will use routing rules provided by the CU to route certain traffic to the first or the second CU. In the DL, the IAB-MT will translate the BAP addresses from the second CU to the BAP addresses from the first CU to reach the nodes under the control of the first CU. ”
The moderator feels that the above description is almost similar to the option 4 (routing via BAP header rewriting) for BAP routing across two topologies. If moderator’s understanding is correct, the difference between NR-DC/DIPS(or dual-MT) is the Xn signalling, e.g., for NR-DC, the current Rel-16 NR-DC related signalling may be used for configuration to the boundary node, while for DIPS(or dual-MT), some new Xn signalling may be needed. Thus, to resolve this issue, the moderator would require companies to provide the understandings to NR-DC/DIPS (or dual-MT), and give the preference. 
Q2-2 (Realization of topology redundancy): please provide view on the realization of inter-donor topology redundancy at the boundary IAB node based on the following questions:
a. What’s the key difference between NR-DC and DIPS/dual-MT in terms of, e.g., protocol stack at the boundary IAB node, coordination signalling over Xn for BAP routing across two donor CUs, etc.?
b. Which of NR-DC and DIPS/dual-MT is selected as the inter-donor topology redundancy?
	Company
	Comments 

	Samsung
	a. Comparison
	
	NR-DC
	DIPS/dual-MT

	Protocol stack at boundary IAB node
	· Two independent stacks with RLC/MAC/PHY
· One BAP 
· One RRC
	· Two independent stacks with RLC/MAC/PHY
· One BAP 
· One RRC (maybe two RRC for dual-MT?)

	Xn signalling 
	NR-DC related signalling to configure the boundary IAB node
	New Xn singaling to configure the boundary IAB node. The content of those signalling may be similar as NR-DC signalling


The above comparison cannot indicate any essential difference between NR-DU/DIPS(dual-MT) except which Xn signalling is used. 
b. NR-DC, considering that no essential difference between NR-DC and DIPS/dual-MT
Meanwhile, we also understand that RAN3 has agreed that “Multi-MT Support is FFS in RAN3 pending RAN2”

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:



· Unified solution for inter-donor transport
Contribution [6] (Huawei) proposes to design unified solutions for inter-donor F1 transport to cover 1) inter-donor redundancy, 2) inter-donor migration, and 3) inter-donor re-routing. The reason is that in those three scenarios, the inter-donor topology management, i.e., concatenate multiple IAB network fragments from different CUs (the intermediate nodes in a BAP routing path are controlled by different CUs), should be supported for the BAP routing path of F1 traffic between one IAB-DU and its associated CU. Thus, the moderator would like to collect views on the feasibility of such unified solution. 

Q2-3(Unified solution): please provide view on the feasibility of a unified solution for inter-donor F1 transport to cover 1) inter-donor redundancy, 2) inter-donor migration, and 3) inter-donor re-routing.
	Company
	Comments 

	Samsung
	Not now. 
At this moment, those three aspects are discussed separately, and we even didn’t reach the agreeable procedure for each aspect. Moreover, those three aspects may be aiming at different scenarios, e.g., inter-donor migration for single connectivity IAB-MT, inter-donor re-routing for packet loss, inter-donor redundancy for IAB node with two parent nodes. We don’t know how to achieve a unified solution to cover all those scenarios. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:



· F1 termination point
In last meeting, RAN3 has the following agreements:
	As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:
- FFS at which of the two donors these F1 interfaces terminate
- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.


With the above two FFSes, the following views are indicated among the above contributions:
· Option 1:  terminate to the node before establishment of topology redundancy. Contribution [7] (Lenovo) and [8] (ZTE) indicate that the F1 is terminated to the node before topology redundancy establishment. Contribution [1](Samsung) indicates that before topology redundancy establishment, the boundary node and its descendant nodes have established F1 interface with master node, which is aligned with [7] and [8] in case NR-DC is applied for topology redundancy. 
· Option 2: depend on IAB node selection. Contribution [4] (Nok) mentioned “OAM can configure the IAB to only have F1 with MN or SN. When both set of parameters are configured in the IAB, it is up to IAB to select a Donor for F1 setup.” It seems to indicate that F1 termination point can be either master node or secondary node.

Q2-4a(F1 termination – termination point): please provide view on the following two options for F1 termination point of the boundary IAB node and its descendant node(s):
· Option 1: terminate to the node before establishment of inter-donor topology redundancy
· Option 2: depend on IAB node selection
	Company
	Comments 

	Samsung 
	Option 1
Moreover, if NR-DC is applied, the master node should terminate the F1 interface. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:



In addition, contribution [3](Qualcomm) raises the question on ” Which node determines whether the inter-donor topology redundancy is applied to an IAB node?” Similarly, contribution [4](Nokia) and [5] (LG) discuss the node determining the degree of load balancing between two donor CUs. Considering each IAB node terminates the F1 interface to one donor, it is natural to let the F1-termination donor CU to make decision since it has well knowledge on the load of its serving topology. Thus, the moderator calls for the following proposal:

Moderator proposal 2-4b: the F1-termination donor CU determines the establishment of inter-donor topology redundancy.

Q2-4b(F1 termination – topology redundancy determination): please provide view to the Moderator Proposal 2-4b.
	Company
	Agree/disagree
	Comments 

	Samsung 
	Agree 
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	




Moderator summary:


· BAP routing across two topologies
To realize the topology redundancy, a fundamental issue is how to achieve the BAP routing across two different topologies controlled by two donor CUs. Please note that, the boundary IAB node and its descendant node(s) terminate F1 interface to one of them, which is the F1-termination donor CU (another donor CU is called non-F1-termination donor CU). However, terminating to which donor CU depends on discussion of Q2-4a. 
In last meeting, five options are mentioned:
· Option 1: routing via unique BAP address based on OAM configuration
· Option 2: routing via unique BAP address coordinated between two donor CUs
· Option 3: routing via a new unique identity
· Option 4: routing via BAP header rewriting
· Option 5: routing via IP 
In order to proceed the discussion, companies should have common understandings to the features of those five options. The following table gives the moderator’s understanding based on contributions in this meeting:
	
	BAP address space of each topology
	BAP address allocated to boundary/descendant IAB node
	Topology management (e.g., BAP address allocation, BAP routing ID allocation, routing configuration, BH RLC channel mapping, etc.)

	Option 1
	Sub-set of 10-bit BAP address space, which is assigned by OAM
	One or two 10-bit BAP addresses (in case of two,  the BAP addresses are allocated by two donor CUs, respectively)
	The two topologies are managed by two donor CUs, respectively.
The boundary IAB node belongs to two topologies; 
The descendant node belongs to the topology of F1-termination donor CU in case of one BAP address, or belongs to two topologies in case of two BAP addresses 

	Option 2
	Sub-set of 10-bit BAP address space, which is derived via coordination between two donor CUs
	Same as option 1
	Same as option 1

	Option 3
	Extended BAP address, i.e., CU component (e.g., CU ID or topology ID) + 10-bit BAP address 
	One extended BAP address 
	The two topologies are managed by two donor CUs, respectively.
The boundary node belongs to two topologies; 
The descendant node belongs to topology of F1-termination donor CU.


	Option 4
	10-bit BAP address space
	Two 10-bit BAP addresses at boundary node (allocated by two donor CUs, respectively); 
One 10-bit BAP address at descendant node(s)
	Same as Option 3

	Option 5
	Same as option 4
	Same as option 4
	Same as option 3


Among those options, the moderator can observe the following common parts:
· Observation 1: each donor CU is responsible for topology management of its own topology (e.g., BAP address allocation, BAP routing ID allocation, routing configuration, BH RLC channel mapping, etc).
· Observation 2: the boundary IAB node belongs to two topologies controlled by two different donor CUs so both donor CUs will configure BAP routing from/to it. 
· Observation 3: the BAP routing across topologies can be transparent to the descendant nodes, i.e., Rel-16 scheme can be completely reused at the descendant node(s) (e.g., each node has one BAP address, etc.) 
In observation 2, the number of BAP addresses at the boundary IAB node depends on the selected option, e.g., option 1/2/3 allows one BAP address, while option 4/5 requires two BAP addresses. While the intention of observation 3 is to reduce the impact to the IAB network. Since the five options have some common part, the moderator propose to agree them, i.e., 

Moderator Proposal 2-5a: to support the inter-donor topology redundancy, the selected option for BAP routing across topologies can be featured by:
· 1. Each donor CU is responsible for topology management of its own topology (e.g., BAP address allocation, BAP routing ID allocation, routing configuration, BH RLC channel mapping, etc).
· 2. The boundary IAB node belongs to two topologies controlled by two donor CUs (number of BAP address depends on the selected option), i.e., the two donor CUs need configure the BAP routing to/from it. 
· 3. The BAP routing across topologies is transparent to the descendant node(s) (i.e., no additional work is needed on top of Rel-16 scheme) 

Q2-5a (BAP routing-Common part): please provide views to the Moderator Proposal 2-5a. If any misunderstanding to each option or any additional common part among five options is identified, please also point it out here. 
	Company
	Comments 

	Samsung 
	1. Agree 
2. Agree. It is because that the boundary IAB node is the only node in the network to transmit/receive packets to/from two topologies. If it belongs to two topologies, the packets toward to it is routable via the BAP layer, and it can forward the packets to the correct topology. 
3. Agree. In our understanding, the descendant node should be invisible for the inter-donor topology redundancy. With that, the network can save the configuration to those nodes when perform inter-donor load balancing. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:



In this meeting, contributions [1](Samsung), [3](Qualcomm), [4](Nokia), [5](LG), and [8](ZTE) compare the above five options, which are summarized in the following table. 
	
	Pros. 
	Cons.

	Option 1
	No additional processing at the boundary IAB node
	· BAP address space partition, and limit number of IAB nodes under one donor CU [1][4][8]

	Option 2
	
	· BAP address space partition, and limit number of IAB nodes under one donor CU [1][4]
· Introduce inter-donor signalling, reconfiguration of BAP address and routing table [4][8]

	Option 3
	No limitation to the BAP address space under one donor CU
 
	· New BAP header design (i.e., adding CU component), and more transmission overhead in each packet [1][3][4][5][8]

	Option 4
	
	· New BAP functionality, i.e., BAP header rewriting at boundary IAB node [1][3][4][5]
· End-to-end QoS may not be fulfilled [4]

	Option 5
	
	· New function at the boundary IAB node, i.e., IP header interpretation (in Rel-16, intermediate IAB node does not interpret  IP header information)[1][3][4][5][8] 



Based on the moderator’s analysis, the preferred option seem to be diverse among companies, e.g., [1][7](Lenovo) supports Option 4, [4] proposed to consider option 3/4/5, [5] supports option 2, while [8] supports option 1. Among those options, option 1/2/3 can be considered as Category 1 aiming at achieving the unique BAP routing ID across the two topologies, while option 4/5 can be considered as Category 2 aiming at performing BAP routing ID remapping at the boundary IAB node. To make progress, the moderator proposes to perform the down-selection via two steps:
· Step 1: select the preferred one among all options 
· Step 2: select one preferred option in each category if convergence in step 1 is difficult
If the convergence is achieved among companies’ choice in Step 1, it is a perfect result; otherwise, step 2 can be applied. Moreover, in step 2, the moderator would appreciate that the companies can provide the views on the co-existence of two selected options from two categories (e.g., different options are applied for different scenarios). 

Q2-5b (BAP routing-Option down-selection): please provide views to the down-selection of options based on the following questions:
· 1. Which option is the most preferred one?
· 2. If the convergence cannot be achieved, which option is preferred in each category, where category 1 contains option 1/2/3, and category 2 contains option 4/5? 
· 3. If one option is selected for each category, would it be possible to consider the co-existence of two options? If possible, how to achieve it?
(please note that, if convergence to one option is difficult, the moderator may select one option for each category for progress based on majority view)
	Company
	Comments 

	Samsung
	1. Option 4. This option does not introduce any limitation for the network capacity and any additional overhead in the packet. Moreover, it does not change the protocol stack of the IAB node (Option 5 need revise the protocol stack of the boundary IAB node, i.e., allow IP routing) ; 
2. Option 1 for Category 1, and Option 4 for Category 4
3. Option 1 and Option 4 can be co-existed with each other
At the initial stage of the IAB network, the number of IAB nodes under each IAB donor CU may not be very large, the OAM can configure separate BAP addresses/path ID to each donor CU. With this, the collision of BAP address/BAP routing ID can be avoided. Thus, option 1 can be selected with minor specification impact (e.g., one donor CU needs inform another one of the BAP address of boundary/descendant node).
With the increase of number of IAB nodes, the option 4 can be applied. 

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:



In addition, companies also indicate stage-3 impact for each option, e.g., [1](Samsung), [4](Nokia), [8](ZTE). The moderator think that it may be early to discuss those details before finalizing the option. So, the discussion can be hold on for a moment.
· BH RLC channel mapping
Despite of BAP routing, another important issue is the BH RLC channel mapping across two topologies, which are mainly implemented at the boundary IAB node. To configure the BH RLC CH mapping, the two donor CUs need share some information. Contribution [3](Qualcomm) gives two possible options:
· Option 1: mapping per BH RLC CH
In the option, bearer mapping (mapping between F1-U tunnel and BH RLC CH) is the same in both topologies. Thus, F1-termination donor CU needs share BH RLC CH-level QoS with non-F1-termination donor CU
· Option 2: mapping per F1-U tunnel
In the option, bearer mapping (mapping between F1-U tunnel and BH RLC CH) could be different in two topologies. Thus, F1-termination donor CU needs share F1-U tunnel-level QoS with non-F1-termination donor CU. However, as indicated in [3], to support this option, the above option 5 (i.e., routing via IP) for BAP routing across
Q2-6a (BearerMapping-granularity): please provide views to the following options of inter-donor signaling for bearer mapping at boundary IAB node:
· Option 1: mapping per BH RLC CH
· Option 2: mapping per F1-U tunnel
	Company
	Comments 

	Samsung 
	Option 1 (bearer mapping at the boundary IAB node is per BH RLC CH). 
In our understanding, the main intention of option 1 is to use the same mapping at the boundary IAB node between two topologies, especially for the UL mapping. This can avoid one ingress BH RLC CH is mapped to two egress BH RLC CHs in UL. However, how to signalling over the Xn for such configuration (e.g., providing BH RLC CH level QoS or F1-U level QoS) is a stage 3 issue, we can address it at the later stage.  In addition, Option 1 is better than option 2 since option 2 relied on the IP routing for BAP routing across two topologies (i.e., option 5). 

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:


Moreover, to implement the bearer mapping, the boundary IAB node needs know the ingress BH RLC CH to perform the mapping to the egress BH RLC CH for DL, and needs know the egress BH RLC CH to perform the mapping from the ingress BH RLC CH for UL. However, the ingress BH RLC CH for DL and the egress BH RLC CH for UL are configured by the non-F1-termination donor CU. Thus, the non-F1-termination donor CU needs share the ingress BH RLC CH for DL and the egress BH RLC CH for UL with the F1-termination donor CU. Based on this, the moderator calls for the following proposal:
[bookmark: _GoBack]Moderator proposal 2-6b: to support the bearer mapping across two topologies, the non-F1-termination donor CU needs to share the ingress BH RLC CH for DL traffic and egress BH RLC CH for UL traffic with the F1-termination donor CU for the boundary IAB node. 
Q2-6b (BearerMapping-Ingress/egress BH RLC CH): please provide views to the Moderator proposal 2-6b.
	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Moderator summary:

· IP address assignment
In contribution [1][4], the IP address assignment is discussed. After establishing topology redundancy, the boundary IAB node/descendant node(s) may transmit packets with both F1-termination donor CU and non-F1-termination donor CU. Thus, the IP addresses belonging to two topologies should be assigned. For F1-termination donor CU, Rel-16 scheme can be reused. While for non-F1-termination donor CU, the IP address allocation may be performed via F1-termination donor CU. Contribution [4] indicates that the Rel-16 like solution can be used, e.g., include IABOtherInformaiton in the Xn RRC Transfer message for IP address request. The moderator thinks that such issue deserves some discussions. 
Q2-7 (IP address assignment): please provide views to IP address assignment in terms of the following questions:
· 1. Which node is responsible for the IP address allocation for the boundary node/descendant node? (e.g., F1-termination donor CU, non-F1-termination donor CU, both)
· 2. Any new functionality to support the IP address assignment? (e.g., IABOtherInformaiton transfer via Xn RRC transfer message)
	Company
	Comments 

	Samsung
	1. Both
2. IABOtherInformation transfer via Xn RRC transfer is needed. However, this depends on RAN2 progress

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:


· Offloading granularity
In last meeting, two FFSes are left for the granularity of load balancing, i.e., 
	- FFS on the granularities of the load balancing for F1-U traffic.
FFS on granularities for F1-C traffic


In this meeting, contribution [7](Lenovo) indicates that the granularity for F1-U is UE DRB. While contribution [1] (Samsung) indicates the granularity for F1-U and F1-C traffic is F1-U tunnel and TNL association, respectively, which is agreeable for majority companies in last meeting.  Thus, the moderator would like calling for the following proposal:
Moderator Proposal 2-8: In inter-donor topology redundancy, the granularities of the load balancing are per GTP-U tunnel for F1-U traffic and per TNL association for F1-C traffic.
Q2-8(Load balance granularity): please provide view to the Moderator Proposal 2-8.
	Company
	Agree/disagree
	Comments 

	Samsung
	Agree 
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



Moderator summary:

· Others
In the contributions, some additional issues are raised, e.g., BAP address allocation, signalling enabling routing, resource configuration in [4], the responsible node for BAP routing ID allocation, BAP routing ID determination, BAP routing configuration, BH RLC CH mapping configuration [6]. Also, some stage-3 details are mentioned in [1][4]. The moderator considers that those issues may be either covered by the above discussion, or too early for the discussion. Thus, there is no dedicated discussion items list in this document. However, companies are welcome to raise any issues not covered above and being worthy for the discussion. 
Q2-9 (Others): please provide the view on other issues (if any) not mentioned above. 
	Company
	Comments 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



Moderator summary:

Conclusion, Recommendations [if needed]
If needed
References
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