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1 Introduction

CB: # 109_ARPcorrection

- clarify desired usage: is this a shortcoming of current slicing handling? Potential TEI17?

- interaction with current policy handling via OAM?

- can QoS flow priority achieve the same goal?

- slicing is orthogonal to QoS

(Nok - moderator)

Summary of offline disc R3-211126
2 For the Chairman’s Notes

Propose the following:

Agree TP … .
3 Discussion

3.1 ARP correction with regards to slice prioritization
Currently, at admission control, when a QoS flow needs to pre-empt to get accepted and if is allowed to pre-empt (i.e. pre-emptability set to “may pre-empt”) then it can pre-empt another QoS flow among those which are pre-emptable (i.e. vulnerability set to “pre-emptable”) according to an algorithm described in TS 38.413 (see section 8.2.1.2). This algorithm does not take into account slicing. As explained in tdoc [1], this is a problem for operators who want to deploy more than a few slices because the algorithm does not allow to arbitrate among slices for this case at admission control. 
Some examples are provided in [1]. Basically, the solution to this problem could be summarized as “the list of vulnerable slices should depend of the incoming slice”. Example:

· Incoming QoS flow of slice 1 to pre-empt preferably in ranking order QoS flows of slice 2, then 3, then 4

· Incoming QoS flow of slice 2  to pre-empt preferably in ranking order QoS flows of slice 4, then 3, then 5
Some possible solutions have been mentioned, in tdoc [1] and online:
1/ use the priority level of ARP (tdoc 1)

As explained in [1] the current range is 15 values. This is not enough to make sub-ranges per slice, as illustrated in tdoc [1]. Even if we extend the range e.g. to 256, then this would only allow a fixed “absolute” ranking between sub-ranges per slice, not “relative” to the incoming slice. 

2/ use of priority level field in QoS parameter (on-line)
During the online discussion, it was proposed to use the Priority Level IE specified in QoS parameters (section 9.3.1.84 of TS 38.413). 

Answer: as already commented online, this parameter is not for admission control according to TS 23.501:

The Priority Level associated with 5G QoS characteristics indicates a priority in scheduling resources among QoS Flows

3/ RRM Policy Handling (on-line)
During the online discussion, it was commented that tools already exist for managing slices as per TS 28.541 from SA5, and that the proposed mechanism could even interact (conflict?) with this.

Answer: Our view is that this is orthogonal.

Imagine the incoming QoS flow of slice 1, gNB first looks whether there is room in the dedicated pool of slice 1 as defined in TS 28.541. If not, it will e.g. look at the prioritized pool. This one is also full, occupied by QoS flows of some other slices, some of which are pre-emptable. At this point only comes the discussion of this paper: which QoS flows to pre-empt first? According to the pre-emption algorithm of TS 38.413, no way to rank the slices which should be pre-empted first within the prioritized pool of slice 1.

Same would apply to the shared pool.

Please comment on the above problem and possible solutions, and explain why if you disagree with the two answers? 

	Company
	Comment

	Nokia
	OK. 

	Deutsche Telekom
	We in principle acknowledge Nokia’s problem statement w.r.t. prioritization between slices, but we see it more relevant on resource scheduling level (QoS flow priority), not on admission control.
Any change in ARP should be discussed in SA2 first, not in RAN3. 

	
	

	
	

	
	


Moderator’s summary:

Majority of companies think …
Proposal 1: TP...
4 Conclusion

The following is proposed:

Proposal 1: TP...
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