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1 Introduction

CB: # 13_LosslessIntraSysHO_CP-UPsplit

Nok

The solution for lossless intra-system HO mobility for disaggregated architecture shall support scenarios involving QoS flow to DRB remapping during handover

AltB and AltC should be supported by standards for the disaggregated case to be on par with the aggregated case.

Introduce an explicit data forwarding completion indication for AltB to have performance on par with the aggregated case.

Introduce an explicit data forwarding completion indication from CU-UP to CU-CP for AltC as well to enable CU-CP to trigger the release unnecessary resources in a timely manner.

Introduce changes at E1 to support Alt C in backward compatible manner.

SS,HW,LGU+,CT,Intel

To have the same performance for aggregated and dis-aggregated scenario, Sol1 should be supported for dis-aggregated scenario.

add “Qos Flows Information To Be Updated” to the E1AP BEARER CONTEXT SETUP REQUEST messge.

CATT

introduce a new structure Data Forwarding Request list IE in E1 interface to enable the target CU-CP request data forwarding tunnel according to the flow to DRB mapping in source side in Bearer Context Setup Request message. The target CU-UP provides the data forwarding tunnel in the response message accordingly via Data Forwarding Response list IE

ZTE

Sol2 is able to guarantee the lossless handover without any impact on the existing specification

- is sol2 enough? If not, consensus for sol1? Multiple alternatives? Which release?

(SS - moderator)

Summary of offline disc R3-210966
2 For the Chairman’s Notes

During the third rounds of email discussion, the scenarios were further clarified. In three typical remapping scenarios, lossless handover should be supported.

	
	
	


For solutions, solution 1 and a new solution were compared. Problems were identified for the new solution. Majority companies still support solution 1.
Propose the following:

Summary of offline disc R3-210966 rev in R3-211294, noted.
Agree Solution 1 as the basis. 

FFS whether explicit data forwarding completion indication from CU-UP to CU-CP is needed. 

3 Discussion – Third Round
Based on the online discussion, we need to clarify the scenarios. 

At last RAN3 meeting, it was acknowledged to support lossless handover when a Qos flow is mapped to a different DRB at handover.  
The typical re-mapping scenario is shown in table below. 
	
	Source Configuration
	Target Configuration
	

	1
	DRB1: QFI1, QFI2

DRB2: QFI3
	DRB1: QFI1

DRB2: QFI2, QFI3
	DRB1:

- QoS Flows Information To Be Setup IE:              QFI1, QFI2

- QoS Flows Information To Be Updated:           QFI1
DRB2:

- QoS Flows Information To Be Setup IE:              QFI3

- QoS Flows Information To Be Updated:           QFI2, QFI3

	2
	DRB1: QFI1, QFI2


	DRB1: QFI1

DRB2: QFI2
	DRB1:

- QoS Flows Information To Be Setup IE:                QFI1, QFI2

- QoS Flows Information To Be Updated:             QFI1
DRB2:

- QoS Flows Information To Be Setup IE:                 QFI2

	3
	DRB1: QFI1

DRB2: QFI2
	DRB1: QFI1, QFI2
	DRB1:

- QoS Flows Information To Be Setup IE:              QFI1

- QoS Flows Information To Be Updated:           QFI1, QFI2
DRB2:

- QoS Flows Information To Be Setup IE:               QFI2

-  QoS Flows Information To Be Updated:   Not present


Q1: Do you agree the above remapping scenarios during handover procedure should be supported for lossless handover?
	Company
	Comments

	Huawei
	Agree. These scenarios may happen both for non-disaggregated case and disaggregated case. 

	CATT
	We agree that the above remapping scenarios during handover procedure should be supported for lossless handover. However, since it is noted” discuss together with CB 9”,we would like to clarify that this discussion is completely different with what we discussed in CB9 i.e. 4G to 5G handover.

 For the discussion in intra-system, to support lossless, old DRB should always be configured in the target side. For example, for case 3 above, although the target node decide to map the QFI2 to DRB1 and no QoS flow is mapped to DRB2,DRB2 is still kept i.e. the configuration in the target side should be: DRB1: QFI1, QFI2; DRB2(no QoS flow for DL,FFS for UL)

However,for inter-system HO,if the flow in E-RAB1 and E-RAB2 are mapping to one DRB in target NG-RAN node,only one DRB is established in both network side and UE side.

So,based on that,we propose to separate the discussion on lossless intra-system HO and inter-system HO from 4G to 5G.

	Intel
	Agree. I think everyone would agree that QoS flow remapping at HO should be supported regardless of disaggregated or aggregated. 

	Nokia
	We agree that Solution 1 should be additionally introduced in order to have same performance in the disaggregated-gNB case as with the aggregated gNB case. 

	Samsung
	Yes. 

To support lossless handover in above scenario was already support for aggregated scenario. The same performance should be assured for disaggregated-gNB scenario.

	ZTE
	Agree with the remapping scenarios.

	Ericsson
	Remapping is always possible, but if lossless is needed, please keep in mind that old and new configuration have to be compatible i.e. the old DRB needs to be configured. See TS 38.300: Lossless delivery when a QoS flow is mapped to a different DRB at handover, requires the old DRB to be configured in the target cell.

	Samsung1
	Clarification to Ericsson

For lossless handover, the old DRB needs to be configured at the target. This mean the old DRB ID and the mapping information should be the same as the source. But some configuration can be different e.g. RLC/MAC configuration.


For aggregated scenario, the target gNB knows both the source Qos Flow to DRB mapping and target Qos Flow to DRB mapping so the target gNB can switch to the target mapping immediately to handle fresh packets.

In dis-aggregated scenario, how to let CU-UP knows source mapping and target mapping is not clear. During first round and second round of discussion, majority companies are fine for Solution 1. Some companies are also fine to have the Data Forwarding Completion Indication from CU-UP to CU-CP in order to release some unused resources timely. Therefore, the proposal is to
Proposal:

· Agree Solution 1 as the basis. 

· Continue to discuss whether explicit data forwarding completion indication from CU-UP to CU-CP is needed. 

Q2: Do you agree above proposal? If not, any suggestion for improvement?
	Company
	Comments

	Huawei
	Agree. 

Taking the UE handling and CU-UP handling as starting point to support the QoS flow to DRB remapping during the HO. 

· During the HO, the UE will receive the new mapping from the target gNB during the HO forwarded by the source gNB. Then the UE can know which QoS flow is re-mapped from one DRB to another DRB, by comparing with the old mapping information before handover. For UL, the UE can send those unacknowledged PDCP packets on the old DRB; and fresh QoS packets using the new QoS flow to DRB mapping. 

· For the CU-UP, the situation is the same, it should know the old mapping for data forwarding and the new mapping for fresh packets. For example, for the case 3 above, for DL, if the CU-UP receives the forwarded end marker from DRB1 (for QFI1), then it can send QFI1 fresh data to the DU via DRB1. if the CU-UP receives the end marker from DRB2 (for QFI2), then it can send QFI2 fresh data to the DU via DRB1.

So the first agreement we can achieve is that: The CU-UP should be aware of the old mapping for data forwarding, and new mapping for fresh data during the handover procedure. 

Then we can discuss whether these two mapping could be carried both in context setup message, or separate message (old mapping is in setup message, new mapping is in modify message). 

If we use separate message, the current 38.463 does not support this new feature (see below). So anyhow the some specification update is needed. 

- If the SDAP Configuration IE is contained in the DRB To Modify List IE in the BEARER CONTEXT MODIFICATION REQUEST message, the gNB-CU-UP shall update the corresponding information. 

For the second issue (whether explicit data forwarding completion indication from CU-UP to CU-CP), this is not clear to us since we already have the Bearer Context Inactivity Notification procedure, and can be discussed at the next meeting. 

	CATT
	Our original assumption on solution 2 is that the source mapping would be sent to UE during ho procedure and then after a while the target mapping is configured to UE via RRC reconfiguration procedure. With the explanation on solution 2 during online discussion yesterday, it seems that it is the new DRB configuration which is sent to UE during handover procedure. And on the network side, the target CU-CP would just first send old mapping to CU-UP via Bearer Context Setup procedure and then send the new mapping to CU-UP via Bearer Context modification procedure. It means that difference between solution 1 and solution 2 is just solution 1 use one message to transfer both old mapping and new mapping which solution 2 use two message to transfer the old mapping and new mapping separately.

Then with above analysis, we think maybe solution 2 which do not have specification is better. But since the interpretation of solution 2 in this meeting is new to us, maybe we need more time to check whether there is any problem.

Then as to the indication, from our point of view, no matter which solution is adopted, it is not needed since anyway new DRB configuration is already sent to UE during handover procedure. No trigger of reconfiguration is needed 

	Intel
	In addition to HW’s comments which I agree, I think one problem of carrying old mapping in setup message and new mapping in modify message (without any new IE telling about QoS flow remapping at HO) is that it is under the assumption that modification after setup is always successful. However, CU-UP, as it does not know that the subsequent modification is for flow remapping at HO, can reject the request. For example, in Case 2, DRB2 (QFI2) which is requested to be setup by this subsequent modification may be rejected while overriding DRB1’s mapping to QFI1 is accepted, which is not what CU-CP intended and may not achieve the same as aggregated case.

If we provide both old and new mapping by setup message, CU-UP can (1) know that QoS flow remapping at HO is going on; (2) take into account both mappings when establishing bearer contexts; (3) know that QoS Flows Information To Be Setup IE is old mapping which is for handling forwarded data; and (4) use QoS Flows Information To Be Updated IE for handling fresh packets, all as if aggregated case.  

	Nokia
	Agree with the proposal. However, Stage 3 details should be sorted out at the next meeting.
In chairman notes it should also be captured as part of this CB that “Solution 2 is the existing behavior”

	Samsung
	Agree.

Agree the reasoning from Huawei and Intel. 
Clarification to CATT:  Solution 2 means the old configuration will be configured to the CU-UP and the UE. After handover procedure, the CU-UP and the UE are reconfigured.

	ZTE
	Agree with the proposal, comparing with Solution 2, Solution 1 seems to be more clear and straightforward. And the issue raised by Intel about Case 2 could be considered..

	Ericsson
	About Huawei’s comment: I understand that now the only drawback of existing solution (let’s not call it solution 2 anymore) is that the CU-UP “shall update” the mapping and use it right away. This is of course true, but will be applicable only to new data from CN and not forwarded packets. The CU-UP can implicitly understand that forwarded packets mapping cannot change (because this is the mapping from the source and the source cannot update it). It will therefore update the mapping only for new data, which are not sent to the UE before the CU-UP receives the end-marker.
[Samsung] For scenario 3, in the bearer context modify message, which Qos flows should be included for DRB2 in your understanding? Will the CP asks the UP to release DRB2 ? 
About Intel’s comment: we should design solution on the successful case. Of course things can always go wrong. But everything can go wrong, not only the remapping. If we need to handle this particular error case, we can add something in the “unsuccessful operation” section.
[Samsung] The solution should be designed in robust way. Not only consider the failure scenario. That’s why a lot of failure cases were defined in specification. Because you send two messages to the UP. It can happen that the second procedure is failure. But the new configuration is sent to the UE. This will bring mis-match in the network and UE side.
About Samsung’s comment: old and new configurations are known by the UE already. Same in the CU-UP. The UE will have to use the old configuration anyway until its buffer is emptied.
[Samsung] If CP send new configuration to the UE. But the second procedure over E1 is failure, this will bring mismatch as said above.

	
	


4 Discussion – Second Round

Based companies views, majority companies support Solution 1.  Therefore the proposal is:

Proposal 1: Agree Solution 1 as the basis in principle. 

Continue to discuss whether explicit data forwarding completion indication from CU-UP to CU-CP. 
For solution 1, the fundamental thing needed in CU-UP is Qos flow to DRB mapping information in both source and target. Among Solution 1.1, Solution 1.2 and Solution 1.3, minimal information is transmitted in Solution 1.1 and Solution 1.1 got support by more companies. The main concern is backward compatibility issue. Solution 1.1 was updated accordingly in backward compatible way. The updated CR for Rel-15 were uploaded.

Pls provide your comments on the revised CRs for solution 1.
	Company
	Comments

	Nokia
	Regardless of solution 1 or 2, introduction of an indication to inform that data forwarding has completed from CU-UP to CU-CP is necessary. Thus, a general agreement is needed for these two general points:

* Support for both Solution 2 and Solution 1 

* Introduce an indication from CU-UP to inform that data forwarding has completed to CU-CP.
Details on how to introduce these two aspects (St.3 signaling of Solution 1 and data forwarding completion) should be treated as a second step after the above agreements.
In regard to the CR proposed in comeback folder for St.3 for Solution 1, we still see some issues. 

In our view, the proposed solution in the CR in CB folder can only work when QFIs do not overlap between different DRBs at old source and new target configurations. Otherwise it cannot be guaranteed that QoS and PDCP configuration used at source for a given DRB is still suitable for a DRB at target after remapping occurs.

In other words, taking the examples in disc paper in R3-210252

[image: image1.emf] Source Configuration  Target Configuration  

1  DRB1: QFI1, QFI2   DRB2: QFI3  DRB1: QFI1   DRB2: QFI2, QFI3  

2  DRB1: QFI1, QFI2    DRB1: QFI1   DRB2: QFI2  

3  DRB1: QFI1   DRB2: QFI2  DRB1: QFI1, QFI2  

 


Case #1 for instance, QoS and PDCP configuration at target CU-UP for “DRB2” may not be suitable after remapping. Thus, in practice the correct approach would be to establish a new bearer for target configurations that need different treatment. This in place requires the source and target configurations to be clearly delimited in the signaling from CU-CP to CU-UP with their individual QoS and PDCP configuration accordingly as proposed in Solution 1.2. 

	Intel
	From our understanding, Solution 2 without explicit indication is the current behavior. So the current formulation of agreeing Solution 1 in principle and discuss further about explicit “forwarding completion” indication from CU-UP (though we agree the need for this indication) makes sense to us. 
Responding to Nokia’s comment about Solution 1, from our understanding, when CU-UP receives the CU-CP’s request to establish a DRB with old mapping together with the updated mapping (to be reflected after transmitting the forwarded PDCP SDUs are completed), CU-UP should consider both old mapping and new mapping together when it decides to admit this DRB. For Case #1, for DRB2, the QoS parameter for QFI2 is provided for DRB1 (here we are talking about “remapping”) and CU-UP should consider this QFI2 as well when deciding to admit DRB2. After transmitting the forwarded PDCP SDUs, the DRB should serve new fresh packets from CN with the updated mapping. CU-UP should not just take only the old mapping into account. That’s why the updated mapping is provided together to the CU-UP when establishing bearer contexts. 


	CATT
	First，we would like some clarification on solution 1.For the forwarded data,when transmitted from target NG-RAN node to UE,new PDCP configuration is used or old  PDCP configraution is used?
Secondly,as to the CR,we still think more discussion is needed.It seems we need to have a common undersanding on the meaning  QoS Flows Information To Be Setup IE.In last RAN3 meeting,in your porpsoed CR,the meaning of this IE is the current flow to DRB mapping for the DRB.With the proposal in the CR raised in this meeting,I think there is following assumption(I just copy my reply to Intel as below):

If the BEARER SETUP procedure is triggerred by handover procedure with flow to DRB mapping,then legacy CU-UP would regard this IE as the old flow to DRB mapping

If the BEARER SETUP procedure is triggerred by handover procedure without flow to DRB mapping,then legacy CU-UP would regard this IE the current FLOW to DRB mapping information

If the BERER SETUP procedure is triggerred by UE access procedure, then legacy CU-UP would regard this IE as the current FLOW to DRB mapping information

First, it seems there is no any description on that CU-UP should have different understanding on the QoS Flows Information To Be Setup IE in different cases. Secondly, even if the CU-UP would do as what described above, how could CU-UP know that the bearer setup procedure is trigger by handover or connection setup and whether there is remapping or not if it is handover procedure?

Based on that, it seems it is not possible for the legacy CU-UP to behavior as what is assumed above. I think the behavior of legacy CU-UP would just use the received QoS Flows Information To Be Setup to perform flow to DRB mapping. This is also the reason we think in case of CP-UP separation, if lossless is required, the target node could only perform flow to DRB remapping after handover procedure not during handover. procedure.

Then since the behavior of legacy CU-UP is to regard the QoS Flows Information To Be Setup as the current flow to DRB mapping information for the DRB,for the CR which change it as the source flow to DRB mapping,we think it is not backward compatible.



	Samsung
	Reply questions from CATT
Old PDCP configuration is used in target side. RLF/MAC configuration can be new in the target side. To assure lossless handover, PDCP configuration should be not changed. 
The information included in Bearer Context Setup Request includes combined in formation in source and target.

Even for the remapping case, the QoS Flows Information To Be Setup IE indicate the current mapping (e.g. for forwarded data). Qos Flow to be Updated will be used after some time. So QoS Flows Information To Be Setup IE has the same meaning in all cases.

	
	

	
	


5 Discussion - First Round

There was preliminary discussion on lossless intra-system handover in CP-UP separation scenario at last meeting. The agreements were copied below for reference:
· Supporting Lossless handover when a QoS flow is mapped to a different DRB at handover has been agreed before.

· For supporting lossless handover when a QoS flow is mapped to a different DRB at handover, the old DRB needs to be configured in the target cell for transmitting the forwarded packets 

· The above mechanism is already supported if the target node is aggregated.

According to the submitted contributions, two groups of solutions were preferred to support “Lossless handover when a QoS flow is mapped to a different DRB at handover in disaggregated gNB scenario”.

Solution 1:  Both the old QoS flow to DRB mapping and new mapping are provided to the target CU-UP at bearer context setup. The CU-UP utilizes the old mapping until it determines that data forwarding has completed. At that point, the CU-UP switches to the new DRB configuration and transmits data utilizing the new mapping [1][2][3][4][5][6].
Solution 1bis:  Both the old QoS flow to DRB mapping and new mapping are provided to the target CU-UP at bearer context setup. The CU-UP utilizes new DRB configuration to first transmit the forwarded data from source side and then transmit the new data from CN[6].
Solution 2:  The old QoS flow mapping would be set at the target CU-UP, and then have CU-CP determine whether and when a change to the new QoS flow to DRB mapping would be appropriate to be carried out. This could take place implicitly (e.g., CU-CP estimates the required time for data forwarding to complete), or explicitly (CU-UP indicates to the CU-CP when data forwarding has completed) [1][2][7]. 

Which solution(s) are you ok in order to support lossless intra-system handover in CP-UP separation scenario?

	Company
	solution
	comments

	Samsung
	Prefer Solution 1
	As explained in [3], solution 2 will bring error handling or bring interruption for data transmission

The CU-CP doesn’t know when the CU-UP has finished transmiting the forwarded data to the UE. If the CU-CP sends the BEARER CONTEXT MODIFICATION REQUEST messge too early, the CU-UP may release the old configuration and use the new configuration to handle the forwarded data which will bring data loss. 

Alternatively the CU-UP knows when data forwarding finishes thanks to the end maker. After the CU-UP receives the end marker, it can send an indication to the CU-CP, so that the CU-CP can transmit the new DRB configuration and the new mapping to the target CU-UP and the target DU. But this will bring interuption for data transmission.

Soluton 1 has no interupption and assure the same performance for dis-aggregated scenario and aggregated scenario.

	Intel
	Sol 1
	Agree with Samsung, if we want the same performance as in the aggregated case. 

	Huawei
	Solution 1
	Agree with Intel that the disaggregated case can also support the QoS flow remapping during the handover, the same as aggregated case. 

	CATT
	Solution 1bis.
	For solution1, we have some different views. After UE access to the target node, it would use the new configuration to receive/transmit user plane data no matter the data are forwarded from source or sent from CN. Similarly, in the network, the target CU-UP should always use the new configuration to transmit data to UE, even the data is forwarded from source.

So, we add 1bis as above 

	Nokia
	Both Solution 2 and Solution 1 should be supported
	Both Solution 2 and Solution 1 should be supported for the disaggregated architecture. Further, Solution 1 should be introduced in a backwards compatible manner.

	ZTE
	Solution 2
	As mentioned above by Samsung, “ If the CU-CP sends the BEARER CONTEXT MODIFICATION REQUEST message too early, the CU-UP may release the old configuration and use the new configuration to handle the forwarded data which will bring data loss. ” 
We think that it is up to the receiving side (i.e. CU-UP) to decide the time applying the new configuration. The CU-UP could keep using the old configuration until the transmission of the forwarded data is finished. After the forwarded data has been handled (CU-UP could estimate the time via end marker), the CU-UP will apply the new DRB configuration. In this case, there is no data loss.

	Ericsson
	Solution 2
	CU-CP is able to estimate, and CU-UP is able to implicitly understand that new mapping is for new packets

	Samsung1
	Clarification to ZTE and Ericsson
	CU-CP has no any clue on when the data forwarding ends in the CU-UP. The CU-UP may release the old mapping and use the new mapping to handle the forwarded data which will bring data loss.

	
	
	


5.1  How to support solution 1 in stage 3

For solution 1, three different flavours were proposed regarding how to let the CU-UP know the source mapping and the target mapping.

Solution 1.1: Add “Qos Flows Information To Be Updated” to the E1AP BEARER CONTEXT SETUP REQUEST message [3][4][5]

· The existing QoS Flows Information To Be Setup is used to transmit the source mapping.

· “Qos Flows Information To Be Updated” is used to transmit the target mapping

Solution 1.2: Add “Enhanced DRB to Setup List” IE in the BEARER CONTEXT SETUP REQUEST message. “Enhanced DRB to Setup List” is used to transmit the DRB configuration at the target side.


Add “Enhanced DRB To Setup List Used” IE in the BEARER CONTEXT SETUP RESPONSE message [1][2]
Solution 1.3: Add “Data Forwarding Request list” IE in Bearer Context Setup Request message to enable the target CU-CP request data forwarding tunnel according to the flow to DRB mapping in source side. The existing QoS Flows Information To Be Setup is used to transmit the target mapping.

Add “Data Forwarding Response list” in Bearer Context Setup Response message to enable the target CU-UP providing the data forwarding tunnel [6].

Which option do you prefer to transmit the source and target mapping to the CU-UP?

	Company
	Solution
	comments

	Samsung
	Prefer Solution 1.1
	Comparing the three options, Solution 1.1 only impacts Bearer Context Setup Request message and doesn’t include redundant information in Bearer Context Setup Request and Bearer Context Setup Response message.



	Intel
	Solution 1.1
	Solution 1.2 looks too complicated given that all we need is to tell CU-UP to update flow-to-DRB mapping for a DRB after finishing transmitting forwarded PDCP SDUs.

Solution 1.3 is not clear on how to handle between the proposed new list IE and the existing mechanism using the DRB Data forwarding information Request IE and QoS Flows forwarded on the forwarding tunnel(s) IE within, when a DRB is continued and mapping changes during HO.

	Huawei
	Solution 1.1
	Solution 1.1 is the simple solution (just add a new QoS flow list IE)
Solution 1.2 seems too much complicated to have a whole new set of DRB To Setup List. 

Solution 1.3 could work by introducing the data forwarding request list carrying the old mapping at the source, and data forwarding Response. But it is complicated compared to solution 1.1. 

	CATT
	Solution 1.3
	Solution 1.1 has backward compatibility issue since it changes the meaning of the existing IE.  For example, for a legacy CU-UP, it would still regard the flow list included in QoS Flows Information To Be Setup IE as the mapping in target side while it actually refer to the mapping in the source side. In this case, there would be misalignment between network and UE.

For solution 1.2,as we clarified in session 3,the target CU-UP does not need  to know the old DRB configuration since it would always use the new configuration to transfer data to UE.

So, we think some redundant IE are introduced which is not preferred.

Solution 1.3 does not has backwards compatibility issue and also has no redundant IE.

	Nokia 
	Solution 1.2
	We see backwards compatibility issues with both solutions 1.1 and 1.3.

Solution 1.1 is not backwards compatible with existing CU UP which can only understand the setup of the old configuration, and not of the new and old configurations at same time. Further, CU-UP will reject the message if the “new target configuration” cannot be understood, and which is included in the proposed new QoS Flows To Be Updated IE. This unnecessary fails the procedure, and forced the CU-CP to reattempt only with the “old source configuration”, delaying the whole handover. 
Solution 1.3 is also not backwards compatible, given that an existing CU-UP would expect the “old source configuration” to be included using the existing QoS Information To Be Setup IE.
[CATT]:I could not agree with you. CU-UP just do the flow to DRB mapping according to the Qos information to be setup IE it received. The reason we discuss this lossless intra-system handover is that target CU-UP does not have the old flow to DRB mapping information in the source side. 
Solution 1.2 on the other hand, allows meaning and handling of the existing QoS Information To Be Setup IE to be kept and represent the “old source configuration”, and have a new IE to indicate the “new target configuration” with criticality ignore. Similarly, a simple indication introduced in the response message indicates the CU-CP if the new IE was utilized or not. Hence this allows for any permutation of CU-CP and CU-UP support without changing behavior of existing IEs or failing procedures unnecessarily. 

	Intel2
	Responding to CATT and Nokia
	@CATT, UP doesn’t care whether the requested QoS flows to be setup is for target configuration or source configuration. From my understanding, there is no principle that the meaning of the requested QoS flows to be setup is only for the target configuration. UP just tries to establish as requested or reject. Here, the solution direction of Solutions 1.1 and 1.2 are simple – establish DRBs and tell how mapping needs to be changed after finishing transmitting the forwarded PDCP SDUs. If a source DRB is continued, CP will request DRB-level forwarding for this DRB together with how the mapping should be updated after finishing transmitting the forwarded PDCP SDUs. The updated mapping will serve fresh QoS flows from CN. If CP establishes a totally new DRB (that was not in the source), CP won’t request DRB-level forwarding for this DRB and there is no need to tell how the mapping should be updated.  
[CATT]:I agree with you that CU-UP does not care the received the QOS flow to be setup is for old configration or new configuration.The CU-UP just do the flow to DRB mapping according to the information. With the CR in 1.1,CU-CP send the flow to DRB mapping information in the source side to the CU-UP,the legacy CU-UP would just do the flow to DRB mapping for the new date from core network which is not correct.This is the reason we think it is not backward compatible. 
[Samsung1]. In the specification, there is no description on whether the existing Qos information to be setup IE indicates the target mapping or the source mapping, we should assume one anyway. 
@Nokia, I don’t think that Solution 1.1 is not backward compatible. Having “reject” doesn’t mean it is not backward compatible. But you are right that UP will reject if it doesn’t comprehend the new IE, and then CP has to try establishing again. But this can be easily  fixed (i.e. changed to “ignore”) by introducing an indicator in the response from UP like Enhanced DRB To Setup List Used IE in your CR. 


For the scenario that the number of DRBs in the source side is more than the number of the DRBs at the target side, some DRB(s) is only used for data forwarding. When data forwarding ends, the resource for those DRB(s) could be released. [1][2] proposed to introduce an explicit data forwarding completion indication from CU-UP to CU-CP to enable CU-CP to trigger the release unnecessary resources in a timely manner.

Proposal: Introduce an explicit data forwarding completion indication from CU-UP to CU-CP

Do you agree the proposal?

	Company
	option
	Comments

	Samsung
	
	It could be acceptable in order to release the unnecessary resources timely.

	Intel
	
	I think this indication is needed. Regardless of whether CU-UP is allowed or not allowed to autonomously release an old DRB that is no longer used (after it receives end-marker for that DRB tunnel and finishes transmitting forwarded PDCP SDUs), CU-CP needs to tear down this old DRB in the UE side. 
In terms of stage-3, a new class-2 procedure seems more appropriate rather than enhancing the class-1 CU-UP initiated Bearer Context modification procedure. 

	Huawei
	Not necessary
	In E1AP, the class 2 procedure (Bearer Context Inactivity Notification) is already there to indicate the inactivity in a DRB/PDU session level. 

With the solution 1.1, the CU-UP would know some DRBs are only used for data forwarding case. When it receives the end marker for the DRB, it can trigger this class 2 procedure. 

	CATT
	Not necessary
	For the case that some DRB configured in the source side is removed in the target node, following option 1 in session 3, we don't think the DRB would be established in the target.

For example, if there is DRB1(flow 1) and DRB 2(flow 2) configured in the source side while only DRB 1(flow 1 and flow 2) is configured in the target, the UE could only be configured with DRB1.

If DRB 2 without flow included is established when UE access to the target side and then is released after transmission of forwarded data is completed, we think it is better to keep the mapping unchanged and then do remapping afterwards. Anyway, reconfiguration to UE is needed for both of the options while there is no extra signaling impact for the latter.

	
	
	Regardless of Solution 2 or Solution 1, this is needed. CU-CP needs to know when data forwarding has completed in order to correctly trigger a reconfiguration and modify/release existing/unnecessary DRBs, and which is triggered toward CU-UP, DU, and UE.
In regard to how this can be introduced, either existing procedure or a new class 2 procedure are acceptable.

Similarly, reuse of Bearer Context Inactivity Notification procedure (proposed above by Huawei) will not solve any issue. This existing procedure has multiple levels of monitoring inactivity. Even if “per DRB” were to be used, this will lead to hanging resources, as well as possibly further dragging unnecessary DRBs to yet another node if another handover is executed prior to receiving this indication. 

	Ericsson
	Not needed
	CU-CP is able to estimate, and CU-UP is able to implicitly understand that new mapping is for new packets


5.2 How to support solution 2 in stage 3

For solution 2, two different flavours were proposed regarding how to let the CU-UP know the source mapping and the target mapping.

Solution 2.1: Add “explicit data forwarding completion indication” to the E1AP BEARER CONTEXT MODIFICATION REQUIRED message [1][2]
Solution 2.2: No stage 3 change [7]
Solution 2.3: Add a new Class 2 procedure to explicitly indicate to CU-CP that data forwarding has completed.
If solution 2, which option do you prefer?

	Company
	option
	comments

	Samsung
	
	Solution 2.2 doesn’t solve the problem. As explained in [3].

The CU-CP doesn’t know when the CU-UP has finished transmiting the forwarded data to the UE. If the CU-CP sends the BEARER CONTEXT MODIFICATION REQUEST messge too early, the CU-UP may release the old configuration and use the new configuration to handle the forwarded data which will bring data loss.

	Intel
	
	If CU-CP didn’t configure both old and new mapping when establishing bearer context in the CU-UP, then I think this can be used as an alternative to timely configure new mapping for a DRB (though having some interruption compared to Solution 1 family). 
And again, in terms of stage-3, a new class-2 procedure seems more appropriate. 

	Huawei
	Neither option
	For solution 2.1, in E1AP, the class 2 procedure (Bearer Context Inactivity Notification) is already there to indicate the inactivity in a DRB/PDU session level. 

	Nokia 
	Solution 2.1 or 2.3
	Regardless of Solution 2 or Solution 1, this is needed. CU-CP needs to know when data forwarding has completed in order to correctly trigger a reconfiguration and modify/release existing/unnecessary DRBs, and which is triggered toward CU-UP, DU, and UE.

In regard to how this can be introduced, either existing procedure or a new class 2 procedure are acceptable.

Similarly, reuse of Bearer Context Inactivity Notification procedure (proposed above by Huawei) will not solve any issue. This existing procedure has multiple levels of monitoring inactivity. Even if “per DRB” were to be used, this will lead to hanging resources, as well as possibly further dragging unnecessary DRBs to yet another node if another handover is executed prior to receiving this indication.

	ZTE
	Solution 2.1 or Solution 2.3
	Our intention is that the CU-CP could estimate the data forwarding completion by implementation.

While, based on the above analysis by companies, the explicit indication for data forwarding completion should be considered to support the Solution 2, regardless of reusing the existing procedure or introducing a new procedure.

	Ericsson
	2.2
	2.1/2.3 will also add delay and therefore data interruption


6 Conclusion, Recommendations [if needed]

If needed
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