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Introduction
RAN3 received a LS from RAN2 [1] in last e-meeting featuring values of RAN2’s on-going evaluation of positioning end-to-end latency. Some companies considered that some values brought in the liaison’s table about the latency components (Table 1) were problematic, on the basis that those values touch upon RAN-5GC interfaces, bringing evaluation to components and interfaces delay, but without involving officially RAN3 in the analysis nor discussion. 
The chairman’s minutes report to RAN3#90-e [2] mentions the following:
· LS from RAN2 on latency of NR positioning protocols (R3-207042)
· RAN3 in cc (no actions)
· Received late during meeting
· No TUs in RAN3 for Rel-17 Positioning SI
· Huawei and Ericsson disagree with the content of this incoming LS as they believe the included results contradict the results in TR 36.932
· No consensus on a reply LS
· RAN3 unable to provide feedback if this SI concludes at the next meeting
The SI is still on-going in RAN2 with the last e-meeting. As Rapporteur of the Rel-17 positioning WI, we would like to re-open discussing this issue, because if left in this state, this topic may pose a risk toward the WI, where RAN3 will be working on topics involving potential aspects RAN3 had no consensus on during the SI discussion. Hence the need of some sort of closure in RAN3 and communication to RAN2.
Discussion
The discussion is divided into two parts: in the first part, we detail the issues detected previously by some companies regarding the RAN-5GC interface delay. The second part contains Rapporteur’s conclusion and recommendation.
Interface delay between gNB and 5GC
[bookmark: _Hlk16515814]In [1], the following table presents the RAN2 latency components:
Table 1: 	Latency Components
	Label
	Latency 
[ms]
	Description

	 Processing Latencies

	TUEProc-RRCReconf
	10
	RRC Reconfiguration processing

	TUEProc-RRCDLInfo
	5
	RRC DL information transfer 

	TUEProc-RRCULInfo
	2-5
	RRC UL information transfer

	TUEProc-RRCLocationMeas
	2-5
	RRC Location Measurement Indication

	TUEProc-LPPCapab
	10-20
	LPP Provide Capabilities

	TUEProc-LPPAssi
	10
	LPP Provide Assistance Data

	TUEProc-LPPLocationRe
	5
	LPP Request/Provide Location Information

	TUEProc-MAC-SRSAct
	1-3
	MAC-CE SRS Activation/Deactivation

	TgNBProc-RRC
	3
	RRC Processing

	TgNBProc-NRPPa
	3
	NRPPa Processing

	TgNBProc-NAS/LPP
	3
	NAS/LPP Processing

	TAMFProc
	3
	AMF Processing

	TLMFProc
	3
	LMF Processing

	Signalling Propagation Delays between Nodes

	TUE-gNB
	0-0.5
	

	TgNB-AMF
	3-10
	

	TAMF-LMF
	1-10
	

	TAMF-GMLC
	3-10
	

	Positioning Measurement Latencies

	TLMF-Calc
	2-30
	Position Calculation latency

	TDL-Meas
	Wait for RAN1
	PHY DL-PRS measurement time; best possible case 

	TUL-Meas
	Wait for RAN1
	PHY UL-PRS measurement time; assume the same value as for DL-PRS.



When looking at RAN2’s analysis, we can remark that RAN2 has taken general assumptions for most of the positioning methods (DL-TDOA, DL AoD, UL-TDoA, UL-AoA, Multi-RTT, DL NR E-CID, UL NR E-CID), for providing latencies values for several RAN and CN involved protocols, out of which some are outside of RAN2’s normal areas of expertise. Nonetheless, we can look at the following highlighted ones which are problematic:
-	UE-gNB: TUE-gNB= 0-0.5ms
-	gNB-AMF: TgNB-AMF= 3-10ms
-	AMF-LMF: TAMF-LMF= 1-10ms
These values pose problems at many levels. 
First, RAN2 has taken an over-optimized assumption for the Uu latency, where they have showcased that the UE-gNB delay can reach zero millisecond. This value can be the result of RAN2’s expertise on Uu interface, however, it is a technically biased consideration when they have taken such optimization into account for Uu, but have on the other hand ignored any latency reduction which can effectively happen over the NG-AP interface. The values in Table 1 are thus unbalanced from this first aspect.
Observation1: Uu being more of RAN2’s expertise than NG-AP, the RAN2 latency evaluation focuses more on Uu latency optimization, oblivious to any potential and/or current latency reduction which exists over NG-AP. Thus the “assumptions” are unbalanced.
Regarding the current optimization over NG-AP which exists today as part of the specifications and which could be of common knowledge in RAN2/3 groups, one can bring up the case of 5G Private Networks/NPN-based deployments, where the entire 5GS can be located in a single site (e.g. enterprise). In fact, if one requires very low latency for a specific function (e.g. connection with CN, positioning), the NPN architecture already supports today such deployment, where the entire 5GC, or parts of it, can be collocated with the RAN within factory premises. As such, the gNB-AMF delay can be reduced to reach close to “0 ms” instead of the “3-10 ms” mentioned in the Table1. 
Observation 2 : The NPN-based architecture already supports a deployment where the 5GC can be located in factory premises. AMF with full functionality in local premises can be realized and thus NG-AP latency can reach the 0 ms delay.
Besides, considering that positioning will target mostly indoor positioning scenarios for Industrial IoT use cases, which will usually be within an enterprise or factory premises, it can be very much assumed that such potential optimization of NG-AP latency is not simply an isolated example but more the usual value that will effectively occur, since many medium or small-sized factories will likely have their networks deployed in a standalone box à la NPN. The security will also be based on existing 3GPP mechanism.
[image: ]
Figure 1: local private 5G network for enterprise with positioning service

Besides, unrelated to NPN, a suitable implementation can be obviously qualified to collocate AMF with NG-RAN, keeping the AMF full functionalities and having an interface delay approaching 0 ms over NG interface.
Observation 2bis: Indoor positioning will likely be performed inside factory premises, which will have their 5G network designed for a factory/enterprise solution.

The third aspect that is problematic in the Table 1 latency evaluation by RAN2 is the fact that gNB F1 processing delay and F1AP delay are missing. F1 has been standardized since Rel-15 and RAN3 has consolidated the F1-AP split by having the gNB-CU terminating the NRPPa protocol, while TRPs functionality are part of the gNB-DUs. Since the table touches on various protocols related to RAN and positioning methods, and that F1-AP has been sensibly impacted to add the positioning functions during Rel-16 WI, the F1 delay should not be omitted.
Observation 3: The F1 latency and processing delay inside gNB is missing in Table 1

As studied in small cell enhancements, the latency for ideal backhaul and non-ideal backhaul can be found in section 6.1.3 of TS 36.932 [3] as following:
A categorization of non-ideal backhaul based on operator inputs is listed in Table 6.1-1:
Table 6.1-1: Categorization of non-ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	[bookmark: _Hlk340808864]Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1



A categorization of ideal backhaul based on operator inputs is listed in Table 6.1-2:
Table 6.1-2: Categorization of ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 4 (NOTE 1)
	less than 2.5 us (NOTE2)
	Up to 10Gbps
	1



NOTE 1:	This can be applied between the eNB and the remote radio head.
NOTE 2:	propagation delay in the fiber/cable is not included.

Based on above, the latency between RAN node and CN under ideal backhaul is 2.5 us maximum.
Observation 4: the network interface latency could be less than 2.5 us for ideal backhaul.

Conclusion and recommendation 
Based on all the discussed above aspects regarding the 1) unbalancing latency components values from RAN2, 2) the absence of NPN and implementation consideration for positioning and the 3) F1-AP missing latency, etc. those can constitute valid flags of concerns for RAN3 and for sending a LS reply to RAN2 with RAN3’s proposal for updating the latency values, or at least asking RAN2 to take our feedback into account for the Rel-17 SI’s closure. Otherwise, there is a risk that the WI will contain aspects for which there was no consensus on by RAN3, despite RAN3’s awareness of.
Proposal 1: Reply to RAN2 with RAN3’s feedback, raising the detected issues and proposing a review taking into account the updated NG-AP and F1-AP interface delays.
As for the new updated latency values, the LS in R3-207140 [4] can be considered as a potential LS reply candidate, which is capturing all above points and with a new update latency table as presented below. Some text rewording could eventually be proposed. 
Table 1 (revised):         Latency Components
	Label
	Latency 
[ms]
	Description

	Processing Latencies

	TUEProc-RRCReconf
	10
	RRC Reconfiguration processing

	TUEProc-RRCDLInfo
	5
	RRC DL information transfer 

	TUEProc-RRCULInfo
	2-5
	RRC UL information transfer

	TUEProc-RRCLocationMeas
	2-5
	RRC Location Measurement Indication

	TUEProc-LPPCapab
	10-20
	LPP Provide Capabilities

	TUEProc-LPPAssi
	10
	LPP Provide Assistance Data

	TUEProc-LPPLocationRe
	5
	LPP Request/Provide Location Information

	TUEProc-MAC-SRSAct
	1-3
	MAC-CE SRS Activation/Deactivation

	TgNBProc-RRC
	3
	RRC Processing

	TgNBProc-NRPPa
	0-3
	NRPPa Processing

	TgNBProc-NAS/LPP
	3
	NAS/LPP Processing

	TAMFProc
	0-3
	AMF Processing

	TLMFProc
	3
	LMF Processing

	Signalling Propagation Delays between Nodes

	TUE-gNB
	0-0.5
	

	TgNB-DU-gNB-CU
	0-10
	

	TgNB-AMF
	0--10
	

	TAMF-LMF
	0-10
	

	TAMF-GMLC
	3-10
	

	Positioning Measurement Latencies

	TLMF-Calc
	2-30
	Position Calculation latency

	TDL-Meas
	Wait for RAN1
	PHY DL-PRS measurement time; best possible case 

	TUL-Meas
	Wait for RAN1
	PHY UL-PRS measurement time; assume the same value as for DL-PRS.



In case the above table is not agreeable, and no consensus is reached on the RAN3 latency values, then the rapporteur recommends sending a LS to RAN2 (cc RAN, SA2) mentioning that there is no consensus on the values mentioned by RAN2 related to NG-AP. Considering this lack of consensus and the fact that RAN3 was not officially involved in the Rel-17 Positioning Study Item, RAN3 should ask RAN2 to not agree on any aspect for the normative work that is based on the NG-AP latency, nor any RAN3 interface latency values’ consideration.
Proposal 2: In case no agreement is reached on the NG-AP latency values, it is proposed to send a LS to RAN2 mentioning that there is no consensus on the RAN3 interfaces latency, and that any aspect based on them should not be agreed for the WI.
A draft LS is provided in [5].
Summary
In this paper, we have re-opened the discussion from last e-meeting on the LS from RAN2 on latency evaluation, which lacked proper discussion during previous meeting due to the time the LS was received in. 
Although RAN3 was not involved in the SI discussion, there are some concerns that can impact the WI RAN3-related parts. We have made throughout this paper the following observations and proposals:
Observation1: Uu being more of RAN2’s expertise than NG-AP, the RAN2 latency evaluation focuses more on Uu latency optimization, oblivious to any potential and/or current latency reduction which exists over NG-AP. Thus the “assumptions” are unbalanced.
Observation 2 : The NPN-based architecture already supports a deployment where the 5GC can be located in factory premises. AMF with full functionality in local premises can be realized and thus NG-AP latency can reach the 0 ms delay.
Observation 2bis: indoor positioning will likely be performed inside factory premises, which will have their 5G network designed for a factory/enterprise solution.
Observation 3: The F1 latency and processing delay inside gNB is missing in Table 1
Observation 4: the network interface latency could be less than 2.5 us for ideal backhaul.
Proposal 1: Reply to RAN2 with RAN3’s feedback, raising the detected issues and proposing a review taking into account the updated NG-AP and F1-AP interface delays.
Proposal 2: In case no agreement is reached on the NG-AP latency values, it is proposed to send a LS to RAN2 mentioning that there is no consensus on the RAN3 interfaces latency, and that any aspect based on them should not be agreed for the WI.
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