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1. [bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
Topology redundancy is one of the objectives for R17 IAB, to enhance robustness and load-balancing. In R16, intra-donor topology redundancy has been adopted and inter-donor topology redundancy will be further investigated in R17. In RAN3 #110 e-meeting, following agreements are achieved [1].
	RAN3 110-e:
WA: In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:
 - Scenario 1: the IAB node is multi-connected with 2 Donors. 
 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

Agree LS to RAN1 (cc to RAN2) 
The inter-donor topology redundancy is applicable for F1-U traffic:
-	FFS on how to support data transmission of UE bearers via 2 donors.
-	FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

[bookmark: _Hlk61271079]As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:
-	FFS at which of the two donors these F1 interfaces terminate
-	FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).


In this contribution, some aspects for inter-donor topology redundancy will be further discussed, including F1 interface termination, load balance and BAP collision.
2. Discussion
F1 interface termination for boundary IAB node and descendant IAB nodes
Based on the assumption of boundary IAB node and its descendant IAB nodes terminating to the same donor. As shown in the Figure 1 [2], for IAB node 3 in Scenario 1 or IAB node 3 and IAB node 4 in Scenario 2, all of them have their F1 interfaces to IAB-donor 1 before the topology redundancy establishment procedure. It’s straightforward for these IAB nodes to maintain terminating their F1 interfaces and there is no evident motivation to switch the F1 interface to another IAB-donor during topology redundancy establishment. In addition, unnecessary F1 interface switching for boundary IAB node and all descendant IAB node may further introduce undesired latency and signaling overhead.
Proposal 1: The boundary IAB node and its descendant IAB nodes maintain terminating their F1 interfaces to the IAB-donor which they connected to before topology redundancy establishment.


Figure 1: Scenarios for inter-donor topology redundancy
In theory, the boundary IAB node and its descendant IAB nodes can terminate their F1 interfaces to different IAB-donors. However, it will split the transmission path into several fragments which are under control of two IAB-donors. And each boundary of two adjacent fragments have problem of BAP and IP addresses collision since the BAP address and IP addresses are allocated separately in each fragment (or in each donor). Therefore, in order to simplify the problem, the boundary IAB node and its descendant IAB nodes cannot terminate their F1 interface to different donors unless with strong motivation.
Proposal 2: The boundary IAB node and its descendant IAB nodes cannot terminate their F1 interface to different donors.
Load balance for inter-donor topology redundancy
According to the intra-CU topology redundancy procedure in TS 38.401 [3], IAB-donor-CU can also use the second path for F1AP messages transmission in case of F1-C load balance. And for F1-U load balance, IAB-donor-CU can migrate a subset of UE bearer from the first to second leg by establishment of F1-U tunnel in the second leg and release them in the first path. And both F1-C and F1-U load balance can be used for the boundary IAB node and its descendant IAB nodes.
For inter-CU topology redundancy load balance, the load balance mechanism for intra-CU topology redundancy can be reused.
Proposal 3: The intra-CU topology redundancy load balance mechanism can be reused for inter-CU topology redundancy.
· The granularity of the F1-U load balance is per UE DRB
· Both first and second legs can be used for F1AP messages transmission
BAP address or BAP routing ID collision
Since the BAP address or BAP routing ID is only unique within one IAB-donor, when different fragments of a routing path belong to two different IAB-donors. The BAP address or BAP routing ID allocated by different IAB-donors may be collision with each other. 
Similar to the principle of proposal 1 and 2, the RRC termination of the boundary IAB node and its descendant IAB nodes is located at IAB-donor 1. And take the R16 BAP address (BAP routing ID) allocation mechanism as baseline, only a BAP address can be allocated for IAB node. For leg1 in Figure 1, there is no problem since all the IAB nodes along the transmission path is under the control of IAB-donor 1. 
However, the sub-path between IAB-donor-DU 2 and IAB node 3 uses the BAP address (BAP routing ID) configured by IAB-donor-CU 2 while the sub-path between IAB node 3 and IAB node 4 uses the BAP address (BAP routing ID) configured by IAB-donor-CU 1. In order to avoid the confliction, a mapping table between BAP addresses (BAP routing IDs) of different sub-paths can be configured for the boundary IAB node 3, and the boundary IAB node replace the BAP address (BAP routing ID) in the BAP header based on the configured mapping table when receiving each packet from DL or UL.
[bookmark: _Hlk61340321]Proposal 4: Only one BAP address is configured for the IAB node, and a mapping table between BAP addresses (BAP routing IDs) allocated by different IAB-donors can be configured for the boundary IAB node.
Conclusion
This contribution aims to analyze the IAB inter-donor topology redundancy, including F1 interface termination, load balance and BAP collision. And following observations and proposals are concluded.
Proposal 1: The boundary IAB node and its descendant IAB nodes maintain terminating their F1 interfaces to the IAB-donor which they connected to before topology redundancy establishment.
Proposal 2: The boundary IAB node and its descendant IAB nodes cannot terminate their F1 interface to different donors.
Proposal 3: The intra-CU topology redundancy load balance mechanism can be reused for inter-CU topology redundancy.
· The granularity of the F1-U load balance is per UE DRB
· Both first and second legs can be used for F1AP messages transmission
Proposal 4: Only one BAP address is configured for the IAB node, and a mapping table between BAP addresses (BAP routing IDs) allocated by different IAB-donors can be configured for the boundary IAB node.
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