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1 Introduction

The last RAN3 meeting reached the following agreements on AI 13.2.2 [1]:

	Intra-Donor:
The RRCReconfiguration to the descendant IAB can be transferred via the source path, i.e. before the migrating IAB detach from source parent cell.

Study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions. 

Discuss the avoidance of unnecessary transmissions in intra-donor migration (including the scenario of RLF recovery), with focus on RAN3 impact. 

Inter-Donor:
Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.

An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 

The issue on Reduction of Service Interruption for inter-Donor case will be discussed after the basic migration procedure is determined.


As agreed in the last meeting, “the issue on reduction of service interruption for inter-donor case will be discussed after the basic migration procedure is determined”. Further, service interruption for intra-donor topology adaptation may have more practical relevance in case the IAB-donor supports a rather large number of IAB-donor-DUs and/or IAB-nodes. 
This paper therefore discusses enhancements to intra-donor topology adaptation.

2 Discussion
2.1 Reducing Interruption Time for Intra-donor Topology Adaptation

Rel-16 IAB already supports intra-CU topology adaptation, where the IAB-donor-DU and/or the IAB-donor-CU-UP may change under the same IAB-donor-CU-CP. Rel-16 IAB also describes the steps that should be performed by the descendant nodes of the migrating IAB-node.
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Figure 1: Example of intra-donor migration of an IAB-node with descendant nodes
Figure 1 shows an example IAB topology with several IAB-nodes under the same IAB-donor. One IAB-node in this topology, referred to as migrating IAB-node, changes its attachment point from a source parent node served by one IAB-donor-DU to a target parent node served by a different IAB-donor-DU, both connected to the same IAB-donor-CU. 
As described in Rel-16 IAB, each of the migrating IAB-node’s and the descendant nodes’ IAB-MT receive an RRC Reconfiguration message that includes a new default UL mapping for the target path. The RRC message may also allocate new TNL address(es) that is(are) routable via the target IAB-donor-DU. In addition, receiving the RRC message with new TNL address(es) by each of the IAB-MTs triggers the corresponding IAB-DU to redirect the F1 association to the new TNL address(es). 
Rel-16 IAB indicates that the steps of performing RRC Reconfiguration and switching F1-C connections and F1-U tunnels to new TNL addresses can be performed by the descendant IAB-nodes after or in parallel with the handover of the migrating IAB-node.
RAN3#110e agreed that “the RRCReconfiguration to the descendant IAB can be transferred via the source path, i.e. before the migrating IAB detach from source parent cell.” In the following, we examine different procedures for descendant-node reconfiguration via the source path and evaluate the corresponding interruption time of UEs during topology adaptation.
2.1.1 Bottom-up intra-donor migration procedure
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Figure 2: Example of bottom-up procedure for reconfiguration of the descendant nodes via the source path before the handover of the migrating IAB-node
Figure 2 shows an example of a procedure for the topology in Figure 1, where the descendant nodes are reconfigured in a bottom-up manner along the source path before the handover of the migrating IAB-MT has occurred. In this procedure:
· IAB-MT3 is first reconfigured on the source path with new UL mapping for the target path and new TNL address(es). Receiving new TNL address(es) by IAB-MT3 triggers IAB-DU3 to redirect the F1 association to the new TNL address(es), which will fail before the target path has become available.

· Similarly, IAB-MT2 is reconfigured on the source path with new UL mapping for the target path and new TNL address(es). Receiving new TNL address(es) by IAB-MT2 triggers IAB-DU2 to redirect the F1 association to the new TNL address(es), which will fail before the target path has become available.
·  Both IAB-DU3 and IAB-DU2 may re-attempt to migrate their TNLs to the target path multiple times before the target path becomes available.    

· IAB-MT1 is handed over to the new parent node, which interrupts the source path. Then the IAB-DU1’s F1-C association is migrated to the target path.
· The timer for the next IKE_SA_INIT packet retransmission attempt at IAB-DU2 expires, upon which IAB-DU2 migrates its own TNL and F1-C association to the target path.

· The timer for the next IKE_SA_INIT packet retransmission attempt at IAB-DU3 expires, upon which IAB-DU3 migrates its own TNL and F1-C association to the target path.
In this procedure, interruption incurs before the migrating IAB-MT’s handover because the descendant IAB-DUs’ TNLs and F1-Cs cannot be migrated.

Further, interruption incurs after the migrating IAB-MT’s handover because of retransmission timeout of IKE_SA_INIT. 
Observation 1: The bottom-up procedure for reconfiguration of the descendant nodes before IAB-MT handover may incur large delays if the TNL migration is attempted before the target path becomes available.

Note that this procedure may entirely fail if a descendant IAB-DU terminates retransmission attempts of IKE_SA_INIT before the target path has become available.  
If the handover of the migrating IAB-MT fails, the above procedure falls back to the BH RLF recovery procedure for IAB-nodes.
2.1.2 Nested intra-donor migration procedure
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Figure 3: Example of nested procedure for reconfiguration of the descendant nodes via the source path before the handover of the migrating IAB-node
Figure 3 shows another example of a procedure for the topology in Figure 1, where the descendant nodes are reconfigured in a nested manner: the RRC Reconfiguration messages are sent to the descendant nodes along the source path before the handover of the migrating IAB-MT, and the RRC Reconfiguration Complete messages are sent back to the IAB-donor-CU along the target path after the handover of the migrating IAB-MT.
This procedure has the same issues as the bottom-up migration procedure of the previous subsection:

· The procedure incurs interruption before the migrating IAB-MT’s handover because the descendant IAB-DUs’ TNLs and F1-Cs cannot be migrated.
· The procedure also incurs interruption after the migrating IAB-MT’s handover because the migration of the descendant IAB-DUs’ TNLs and F1-Cs awaits the trigger of the IKE_SA_INIT packet retransmission timer configured by the upper layers.
Observation 2: The nested procedure for reconfiguration of the descendant nodes before IAB-MT handover may incur large delays if the TNL migration is attempted before the target path becomes available.
Proposal 1: RAN3 to revisit descendant-node reconfiguration before IAB-MT handover due to potential failure conditions.

The following issues need to be considered for reconfiguration of a descendant node via the source path:
·  The RRC reconfiguration must be reliably delivered to a descendant node before the IAB-MT starts handover execution.

·  The IAB-node cannot use the target path before the migrating IAB-node has received the default UL mapping in the handover command. 

RAN3 should discuss on how to address these issues.

Proposal 2: RAN3 to discuss viable procedures for descendant-node reconfiguration via source path.
2.1.3 Nested intra-donor migration procedure with delayed reconfiguration
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Figure 4: Example of nested procedure for reconfiguration of the descendant nodes via source path conditionally on successful handover execution by the migrating IAB-node
Figure 4 shows a third example of a reconfiguration for the topology in Figure 1, where the RRC Reconfiguration messages to the descendant nodes are sent by the CU via the source path before the handover of the migrating IAB-node, but the messages are held back by the respective parent nodes until they receive indication that the handover has been successfully executed and the target path has become available. This can be achieved in the following manner: 

· The migrating IAB-node releases the RRC Reconfiguration for its child IAB-MTs upon successful RA procedure.

· The descendant IAB-nodes interpret the reception of the RRC Reconfiguration message from their respective parent node as an indication to release the RRC Reconfiguration messages they hold for their respective child nodes. 

This procedure creates a hop-by-hop indication for the migration of TNL and F1-C, which is very fast. Further, TNL/F1-C migration can be conducted concurrently by the migrating IAB-node and its descendant node, which reduces the interruption time for the UE over the other procedures shown in Figure 2 and Figure 3.

Observation 3: Reconfiguration via source path conditionally on the successful handover execution enables concurrent TNL and F1-C migration across all tiers, which substantially reduces interruption times.
Proposal 3: RAN3 to discuss procedures for concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time.
If the handover of the migrating IAB-MT fails, the procedure shown in Figure 4 falls back to the BH RLF recovery procedure for IAB-nodes. The IAB-node undergoing recovery or a descendant node of the IAB-node undergoing recovery receives an RRC message with new default UL mapping and potentially new TNL address(es) as part of the BH RLF recovery procedure. This may trigger the following actions at the receiving node:

· Option 1: Release the child node’s buffered RRC Reconfiguration message to the respective child node. The released message may carry an obsolete configuration which will be overwritten by the BH RLF recovery procedure.

· Option 2: Forward a buffered dummy message to the child node and discard the child node’s buffered RRC Reconfiguration message. The dummy message carries the same PDCP SN as the child node’s buffered RRC Reconfiguration message and is received from the IAB-donor-CU as part of the same F1AP message as the child node’s RRC Reconfiguration message. A child node that receives a dummy message may further release a dummy message for its own grand-child node.
2.2 Packet Loss Recovery for Intra-donor Topology Adaptation
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Figure 4:Packet loss during intra-donor migration: 4a: Packet loss in downlink, 4b: Packet loss in uplink
Another aspect to be considered is packet loss during intra-donor topology adaptation. RAN3#110e agreed to “study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions.”
Figure 4 illustrates two scenarios where packets from and/to descendant nodes are dropped during intra-donor migration. 
In Figure 4a, the IAB-donor-CU sends a DL packet on the source path to a descendant node of the migrating IAB-node. If the packet arrives at the parent node after the migrating IAB-MT has started HO execution, the packet will get dropped since connectivity to the migrating IAB-MT has discontinued. 

In Figure 4b, the descendant node sends an UL packet to the IAB-donor via the source path. If the packet arrives at the migrating IAB-node after it has started HO execution, the packet will have to get dropped since connectivity to the source-path parent has discontinued. Since the packet carries the BAP address and IP address pertaining to the source-path IAB-donor-DU, it cannot be rerouted via the target path. 

Therefore, packet loss can occur both in uplink and downlink during intra-donor topology adaptation and thus should be addressed by RAN3.
In the downlink, a mechanism to recover packet loss is that the descendant node indicates to the CU the packet loss via the DDDS message supported by the NR user plane protocol. This allows the CU to recover the packet loss via retransmission.
Observation 4: The NR UP protocol can be used to recover DL packet loss for descendant nodes during intra-donor migration.
An uplink version of the F1-U DDDS message can be defined to recover lost upstream packets.
Proposal 4: Extend the NR-UP protocol to support uplink data delivery status reports to enable recovery of packet loss during intra-donor migration.
A major drawback of the NR-UP protocol recovery mechanism is that it relies on packet drop. An alternative method is to use local rerouting:

·  The source parent reroutes downstream packets to the descendant node of the migrating IAB-node based on the destination BAP address if such an alternative path to the descendant node exists (note that such a path does not exist in Figure 4a, for instance). This further implies that the descendant node can still receive packets with the old destination IP address. This is up to implementation.
· The migrating IAB-node reroutes upstream packets to the target-path IAB-donor-DU after HO execution. This implies that the migrating IAB-node buffers upstream packets until the HO is complete. This can be supported based on implementation. Furthermore, the upstream packets carry the old BAP routing ID to the source-path IAB-donor-DU and a source IP address that is anchored at the source-path IAB-donor-DU. For BAP-sublayer rerouting, the following options could be considered:

Option a: The migrating IAB-node rewrites the BAP routing ID.

Option b: The target-path IAB-donor-DU, if different from the source-path IAB-donor-DU, is configured with the same BAP address as the source-path IAB-donor-DU.
RAN2 should be involved in the discussion on local rerouting.

On IP-layer, inter-donor-DU local rerouting must be configured unless the IAB-donor-DU has not changed.
Proposal 5: RAN3 to consider local rerouting to reduce packet loss in intra-donor topology adaptation.
Proposal 6: RAN3 to liaise RAN2 on the local rerouting to reduce packet loss in intra-donor topology adaptation.
3 Conclusion
This paper discusses enhancements to be considered for intra-donor topology adaptation. The following observations and proposals have been made:
Observation 1: The bottom-up procedure for reconfiguration of the descendant nodes before IAB-MT handover may incur large delays if the TNL migration is attempted before the target path becomes available.
Observation 2: The nested procedure for reconfiguration of the descendant nodes before IAB-MT handover may incur large delays if the TNL migration is attempted before the target path becomes available.

Observation 3: Reconfiguration via source path conditionally on the successful handover execution enables concurrent TNL and F1-C migration across all tiers, which substantially reduces interruption times.

Observation 4: The NR UP protocol can be used to recover DL packet loss for descendant nodes during intra-donor migration.

Proposal 1: RAN3 to revisit descendant-node reconfiguration before IAB-MT handover due to potential failure conditions.

Proposal 2: RAN3 to discuss viable procedures for descendant-node reconfiguration via source path.
Proposal 3: RAN3 to discuss procedures for concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time.

Proposal 4: Extend the NR-UP protocol to support uplink data delivery status reports to enable recovery of packet loss during intra-donor migration.

Proposal 5: RAN3 to consider local rerouting to reduce packet loss in intra-donor topology adaptation.
Proposal 6: RAN3 to liaise RAN2 on the local rerouting to reduce packet loss in intra-donor topology adaptation.
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