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1 Introduction
In Rel-17, the congestion mitigation was discussed in terms of CP-based and UP-based. For CP based method, it was agreed that “An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.”, while the details are still open. For UP based method, solutions are still diverse since the beginning of Rel-17, and 5 candidates are on the table. In this contribution, we will continuously address this issue.  
2 Discussions
2.1 CP-based method

We understand the CP-based method is applied when the UP-based method does not help. Since mmWAVE is one of main deployment frequency for IAB, the link quality degradation is unexpected and the period of such degradation situation is variable. If it cannot be long, we understand UP-based method is enough. However, we cannot guarantee this in the real deployment. On the other hand, the UP-based method is implemented at the IAB donor CU-UP, where the applied mitigation strategies are mainly in the UP domain, e.g., reduce the data transmission rate. However, in some case, such UP domain policy cannot solve the problem in essence. For example, if one BH link is degraded due to a long-term blockage, slowing down the sending rate does not solve the real problem for the congestion. Thus, at this moment, the CP can trigger a load reporting from IAB nodes to identify the congestion point along the routing path so that the IAB donor CU-CP can change the route path to the one not involving the congestion point.
Proposal 1-1: the CP-based method is triggered if the UP-based method cannot solve the congestion in the network
On the other hand, since both CP-based and UP-based schemes are co-exist, the resultant signaling cannot cause the signaling storm of the network. Moreover, the CP-based is applied after UP-based method. Thus, CP-based method should be triggered after certain condition is satisfied. For example, the congestion indication from the congested IAB node can be sent when polling from IAB donor CU is received, while such polling is triggered when the IAB-donor CU-UP realizes that its UP-based method cannot solve the congestion problem. 
Proposal 1-2: the CP-based congestion reporting is triggered by the polling from the IAB donor CU-CP

In last meeting, some companies mentioned the congestion indication can be reported per BH link. In our understanding, it is true that the congestion triggering CP-based method is mostly because of the link status degradation. However, such link status degradation may not bring the equal impact to all the routing paths/BH RLC CHs over the congested IAB node. Thus, it is better to give a fine-granularity for the congestion report, e.g., per routing path, or per BH RLC CH, which is also applied for hop-by-hop flow control. 
Proposal 1-3: the CP-based method can report the congestion situation per routing path or BH RLC CH
2.2 UP-based method
Before down-selecting the solutions, some understandings on our intention of UP-based method and the existing DDDS method should be clarified first. The UP-based method aims at the end-to-end congestion mitigation between the IAB donor CU-UP and the accessing IAB node at DRB-level, and the congestion situation is highly related to the transmission of the on-the-fly packets, i.e., the packets already sent out by the IAB donor CU-UP and not reaching the accessing IAB node. To reflect it, we need to identify the following two information:

· The volume of on-the-fly packets 

This information can reflect the number of packets needing to be conveyed via the routing paths serving the DRB. The more the on-the-fly packets are, the higher probability the congestion occurs. 
· The transmission rate of the on-the-fly packets
This information reflect how fast the on-the-fly packets reach the accessing IAB node, which is different from the sending rate at the IAB donor CU-UP. Specifically, a large rate can indicate that the on-the-fly packets can leave the routing path quickly so that the congestion can be mitigated. Otherwise, if the rate is small, which is smaller than the sending rate of IAB donor CU-UP, the on-the-fly packets have to be buffered at an IAB node over the routing paths. 

Observation 1: the volume and the transmission rate of on-the-fly packets can reflect the congestion situation. 
In last meeting, some companies mentioned that the legacy DDDS is enough. Fig. 1 shows the information derived from the existing DDDS reporting, i.e., a), b), c), d), g), h) in TS38.425. 
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Fig. 1 Existing DDDS for congestion mitigation
It may be argued that the following information derived from the legacy DDDS already achieves the purpose of congestion mitigation:

· Desired buffer size

This parameter indicates the upper bound of volume of the on-the-fly packets. To mitigate the congestion, the accessing IAB node can report a small desired buffer size. Indeed, such method works. On the other hand, such method may cause packet transmission slow-down in case of the status of routing path is good. Due to the unawareness of congestion status, the accessing node cannot set the desired buffer size accordingly. Thus, the desired buffer size cannot be used to mitigate congestion.   
· Desired data rate 
In our understanding, the desired data rate is determined by the egress rate and ingress rate of accessing IAB node. Fig. 2 gives two cases. In these two cases, the desired data rate is the same. However, the link with smaller rate is different. Apparently, only Case 2 results in the potential congestion between IAB donor CU-UP and accessing IAB node, while case 1 causes the potential congestion at accessing IAB node. Thus, the existing “desired data rate” cannot derive the transmission rate of the on-the-fly packets.
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Fig. 2  Problem of existing desired data rate in DDDS

· Other information in DDDS, i.e., a), d), g), h). 
With those information, the status of “the packets not sent to the UE” (red part) in the figure is unclear, e.g., is it still on-the-fly or is it received by the accessing IAB node? Thus, other information cannot indicate the volume of on-the-fly packets to the IAB donor CU-UP.
In summary, we can observe that

Observation 2: the existing DDDS reporting cannot mitigate the congestion in IAB.

Thus, we can see the necessity of introducing further enhancement to legacy DDDS. Till now, the following solutions are on the table:

· Solution 1: Highest PDCP SN received from parent node

· Solution 2: Bitmap of PDUs transmitted to lower layers out of sequence

· Solution 3: Packet marking

· Solution 4: Received volume and Receiving data rate

Among them, we think the solutions 1&2&4 are in the same group, which are purely focusing on the DDDS enhancement; while solution 3 is a cross-layer solution which needs both RAN2&RAN3 involvement:
· Group 1: Pure DDDS enhancements
In this group, we think the aim is to derive the volume and the transmission rate of the on-the-fly packets. The main enhancements are adding extra information in the legacy DDDS. 
· Group 2: cross-layer design

This solution is built up on the BAP layer packet marking, where each intermediate IAB node needs mark the packet based on the buffering time threshold. Such threshold is IAB node specific and vendor specific. If it is set by each IAB node independently, IoT issue would be problem. If it is set by the IAB donor CU, such threshold depends on several factors, e.g., topology, service type, channel status of BH link, etc.. We are wondering if IAB donor CU-CP can set up a reasonable threshold, which determines the congestion status. In other words, if the threshold is set inappropriately, it may result in false-alarm on congestion.
Compared to Group 1, Group 2 results in more specification impacts. Moreover, the buffer timing threshold setting is a headache problem. Thus, it is better to start from Group 1. 
Proposal 2-1: the UP-based end-to-end congestion mitigation can take the solutions with pure DDDS enhancement as the starting point. 

Among three solutions in Group 1, it is better to check which solution can help derive the volume and transmission rate of the on-the-fly packets. Apparently, the received data rate in solution 4 is the exact value of the transmission rate of the on-the-fly packets. 

Proposal 2-2: the received data rate can be included in DDDS for UP-based end-to-end congestion mitigation

The left issue is how to derive the volume of on-the-fly packets, which, in general, equals to “the volume of packets sent out by IAB donor CU-UP ” minus “the volume of packets received by accessing IAB node”. 
So, we need to check which information among the solutions 1&2&4 can achieve such purpose, under the condition that the IAB donor CU-UP knows well the volume of packets sent out, which is the highest PDCP SN sent by the IAB donor CU-UP minus the highest in-sequence delivered PDCP SN (i.e., a) in Fig. 1). 

· Highest PDCP SN received from parent node
The packets between Highest PDCP SN sent out by IAB donor CU-UP and such information is definitely the on-the-fly packets. However, how many on-the-fly packets below this information is unclear

· Bitmap of PDUs transmitted to lower layers out of sequence
This information is for DRB under RLC UM mode. Together with information h) in Fig.1 for RLC AM mode, all the packets delivered/transmitted to the UE is clear. However, except the packets indicated by this information, which packets are on-the-fly packets are unclear

· Received volume of the on-the-fly packets
The IAB donor CU-UP can derive the volume of the packets sent out according to Highest PDCP SN sent out and information a) in Fig. 1. Thus, the on-the-fly packets can be derived as 

The volume of on-the-fly packets = the volume of the packets sent out – the received volume of the on-the-fly packets
Among three information, the received volume of the on-the-fly packets can reflect more accurate the volume of on-the-fly packets. 
Proposal 2-3: the received volume can be included in DDDS for UP-based end-to-end congestion mitigation. 

In addition, in last meeting, companies argued that the reporting in solution 4 may not be accurate considering the transmission delay of DDDS and its infrequent transmission, i.e., the received volume and the received rate may be changed compared to the reporting in the DDDS when IAB donor CU-UP receives it. We would like to say this problem is not only applicable for solution 4. All the enhancements should rely on the DDDS transmission. In our understanding, UP-based method aims at the long-term congestion mitigation. The variation between the time when the accessing IAB node sends DDDS and that when the IAB donor CU-UP receives DDDS would not be large since DDDS would not take a long time compared to the lifetime of E2E congestion mitigation. 
3 Conclusions
In this contribution, we discuss the congestion mitigation via E2E flow control, and propose:
Proposal 1-1: the CP-based method is triggered if the UP-based method cannot solve the congestion in the network.

Proposal 1-2: the CP-based congestion reporting is triggered by the polling from the IAB donor CU-CP

Proposal 1-3: the CP-based method can report the congestion situation per routing path or BH RLC CH
Proposal 2-1: the UP-based end-to-end congestion mitigation can take the solutions with pure DDDS enhancement as the starting point. 

Proposal 2-2: the received data rate can be included in DDDS for UP-based end-to-end congestion mitigation

Proposal 2-3: the received volume can be included in DDDS for UP-based end-to-end congestion mitigation. 
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