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1 Introduction
In last RAN3 meeting, both CP-UP separation and inter-donor topology redundancy were discussed, and the following agreements were achieved: 
	CP-UP separation:

In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

Inter-donor topology redundancy:

WA: In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

Agree LS to RAN1 (cc to RAN2) 

The inter-donor topology redundancy is applicable for F1-U traffic:

-
FFS on how to support data transmission of UE bearers via 2 donors.

-
FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

-
FFS at which of the two donors these F1 interfaces terminate

-
FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).


 In this contribution, we will further address these two aspects.  
2 Discussions
2.1 CP-UP separation

The agreed scenario 1 (F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)) is similar to the Rel-16 EN-DC case. So, F1-C traffic over Xn becomes to a necessary feature. We did not identify any technical showstopper to introducing F1-C traffic transfer over Xn. Thus, we propose the agree the CR in [1]. 

Proposal 1-1: Agree CR on F1-C traffic transfer over Xn. 

For this issue, we also need figure out some fundamental issues:

· Which node decide the F1-C transfer path?

In addition to the above two scenarios, CP-UP separation can be also applied for the case where both MN and SN can act as donor nodes. As we agreed, each IAB node can only have one F1-C termination point, which is the IAB donor CU for such node. So, the IAB donor CU has clear information on whether or not F1-C can be transmitted via the path served by such IAB donor CU. In other words, the node terminating F1-C should determine the F1-C transfer path. 
Proposal 1-2: the node terminating F1-C should determine the F1-C transfer path.

· Functionality of non-donor CU and donor CU
For non-donor CU, similar to EN-DC, the RRC message should support the F1-C traffic transmission over the air interface, moreover, in case of the IP address request and configuration via non-donor CU, the RRC message should support the transmission of IABOtherInformation for IP address configuration. 
For donor CU, it has to configure the F1-C transfer path to the UE based on its decision. Different from Rel-16, which configures NR, LTE or both, the configurations should be MCG, SCG or both. In addition, as we mentioned in last meeting, after introducing F1-C traffic transfer over NR RRC, we may face a situation where the F1-C traffic can be transmitted either by NR RRC or by configured BH RLC CH. In this case, we need discuss which protocol is needed for F1-C traffic transfer over air interface. One view is to use a dedicate configuration, another view is that BH RLC CH should be used as long as it is configured. 
In addition, for the above scenario 2 (Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)), one issue is which SRB, e.g., SRB3 or split SRB1/2 is used for F1-C traffic via the SN. 
All the above issues are in the RAN2 scope. If all the above issues are solved in RAN2, RAN3 may need to define the functionality to deliver the IABOtherInformation by non-donor CU to donor CU for IP address configuration, which is similar to EN-DC case. 

Proposal 1-3: Depending on RAN2 progress, the additional functionality for non-donor CU is to deliver the IABOthereInformation to donor CU for IP address configuration.   

2.2 Inter-donor topology redundancy
In last meeting, two scenarios are agreed to support as an working assumption. Further confirmation from RAN1 is needed before changing WA to agreement. According to our evaluation, the two scenarios may introduce some resource coordination between two donor nodes. However, such coordination would be cause serious problem in RAN1. So, we propose to agree these two scenarios. 

Proposal 2-1: Change WA to agreement to support the following two scenarios for inter-donor topology redundancy:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

To support the two scenarios, the following issues should be addressed:

· F1 termination point of the boundary IAB node and its descendant node(s)

As the starting point, in last meeting, we agree that the boundary IAB node and its descendant node(s) terminate the F1 interface to the same node. We think this is an efficient and simple way. The intention of topology redundancy is for the loading balance and robustness. Terminating the F1 interface to different nodes cannot bring any additional benefit for our intention, except increasing the complexity on the resource and configuration coordination between two donor nodes. Moreover, the topology redundancy establishment is triggered whenever the network load needs some offloading, i.e., the donor node wants to add SN for the boundary IAB node in order to offload traffic. In other words, before starting inter-donor topology redundancy, the boundary IAB node already establishes the F1 interface with MN. If the termination point is changed from MN to SN, the inter-donor migration procedure should be performed first, which can be considered as a redundant operation. Thus, the F1 can be always terminated to the MN. 
Proposal 2-2: the F1 interface of the boundary IAB node and its descendant node(s) can be terminated to the MN. 

· Granularity of topology redundancy for F1-U and F1-C
For F1-U, the traffic is transmitted at the granularity of the F1-U tunnel. In inter-donor topology redundancy case, the traffic of one F1-U tunnel belonging to the boundary node or the descendant node(s) cannot be transmitted by two legs since two different IPs have to be used for the traffic via two legs. Thus, the traffic of one F1-U tunnel can be only served by one leg. 
For F1-C, the traffic is transmitted at the granularity of the TNL association. Similar to F1-U, the F1-C traffic via different legs should use different IP addresses, which means two different TNL associations. Thus, the traffic of one TNL association can be served by one leg. 

Proposal 2-3: For inter-donor topology redundancy, the granularity for F1-U and F1-C traffic is F1-U tunnel and TNL association, respectively. 
· Traffic transmission across topology
In inter-donor topology, the F1-C/F1-U traffic may be transmitted across two topologies controlled by two different donor CUs, i.e., for UL, the traffic from the boundary node and the descendant nodes may be split to two different parent nodes, while for DL, the traffic from the master donor CU will be split to two different donor DUs (one of them belonging to secondary donor CU) , and then be converged to the boundary IAB node and further towards the descendant nodes. Thus, the boundary IAB node should be able to 1) identify the traffic from two parent nodes and route them to the right descendant nodes, and 2) differentiate the traffic from the descendant node(s) and route them to different parent nodes. To achieve this, two categories of methods are raised in last meeting:

· Category 1: Routing via unique information in the packet 
In this category, the packets received by the boundary IAB node should contain the unique information so that it can help the packet routing in both DL and UL. In Rel-16, the packet routing is based on the BAP routing ID contains each BAP packets, which is comprised of destination BAP address and the path ID. The BAP address and path ID can be unique only in the topology controlled by same donor CU. For inter-donor topology redundancy, such uniqueness becomes difficult since the traffic routed by the boundary IAB node belonging two different topologies. For example, the same BAP routing ID (e.g., 10) may be targeting at IAB node 1 in topology 1, while targeting at IAB node 10 in topology 2. Thus, the methods in this category aim at assigning unique information in the BAP packets. 
Option 1 (BAP address coordination between two donor CUs): this method needs split the whole BAP address space to two parts, each of which is used by one donor CU. Moreover, the boundary IAB node/each descendant IAB node have to be assigned two different BAP addressed belonging to two topologies, respectively. Apparently, this option will limit the number of IAB nodes connecting to each topology. Moreover, how to split the BAP address space between two donors is a headache issue. The inappropriate split would result in unnecessary limitation for the capacity of one topology.  
Option 2 (a new unique identity, e.g., BAP routing ID + topology ID): this option extends the legacy BAP address by including the topology ID. Such topology ID should ensure the uniqueness of BAP address across multiple topologies, which can be gNB ID. However, the resultant issue is the variable length of gNB ID (22 ~ 32bits) and the additional overhead of each BAP packet.  
· Category 2:  Remapping by the boundary IAB node
      This category aims at ensuring the freedom of the topology configuration of each donor CU. To support inter-donor topology redundancy, some packets towards/from master IAB donor CU may be transmitted via the topology of SN. For example, as shown in Fig. 1 (a), the UL packets with BAP routing ID 2 are routed in the topology of secondary IAB donor CU after IAB node 2 receives it; similarly, as shown in Fig. 1 (b), the DL packets of path 4 are routed in the topology of secondary IAB donor CU after reaching the secondary IAB donor DU.  Due to the independent topology configuration, the packets from/to topology of secondary IAB donor CU may result in either collision or unknown routing. Specifically, in Fig. 1, at IAB node 2, BAP routing ID 4 of UL packets from boundary IAB node may be collided with that of other UL packets received from other nodes, or may be unknown by IAB node 2 due to no routing entry configured by secondary IAB donor CU; at the boundary IAB node, the DL packets sent by IAB node 2 may be collided with that of other packets received from IAB node 1, or may be unknown by the boundary IAB node due to no routing entry configured by master donor CU.
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Fig. 1 Routing via topology of SN

     To solve the problem of collision or unknown routing, two options are raised in last meeting:
      Option 3 (BAP header rewriting based on BAP routing ID mapping between two topologies): in this option, the boundary IAB node changes the BAP header of UL packets to the one used in the topology of SN, or changes the BAP header of DL packets received from parent node to the one used in the descendant node(s) and configured by MN. An example is shown in Fig. 2, where the BAP routing ID mapping is from 2 to 10 for UL, and from 12 to 4 for DL. This options need configure the BAP routing ID mapping relationship between two topologies at the boundary IAB node. 

[image: image2.emf]Master IAB 

donor CU

Secondary IAB 

donor CU

Master IAB 

donor DU

Secondary IAB 

donor DU

IAB node 1 IAB node 2

Boundary IAB 

node

Descendant 

IAB node

BAP routing 

ID =1

BAP routing 

ID =2

Master IAB 

donor CU

Secondary IAB 

donor CU

Master IAB 

donor DU

Secondary IAB 

donor DU

IAB node 1 IAB node 2

Boundary IAB 

node

Descendant 

IAB node

BAP routing 

ID =3

BAP routing 

ID =4

Add BAP routing ID=12

(a) UL  (b) DL 

BAP routing ID rewriting:

2 

à

 10

BAP routing ID  =10

BAP routing ID  =12

BAP routing ID rewriting:

12 

à

 4


Fig. 2 BAP header rewriting via BAP routing ID mapping
      Option 4 (BAP header rewriting based on mapping between IP header and BAP routing IDs in two topologies): in this option, the boundary IAB node needs rewrite the BAP routing ID based on the IP header information (e.g., destination IP address and DSCP/flow label ID). As an example, in Fig. 3, the BAP header of UL traffic with IP1 + DSCP1 is rewritten to 10, while the BAP header of DL traffic with IP2+DSCP2 is rewritten to 4. This option needs to configure the mapping between IP + DSCP/flow label and BAP routing ID at the boundary IAB node. Meanwhile, the protocol stack of intermediate IAB node has to be changed since such node is allowed to derive IP header information, which is not allowed in Rel-16. 
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Fig. 3 BAP header rewriting via IP header to BAP routing ID mapping
The following table shows the comparison among the above 4 options. Among them, we slight prefer to option 3 since it will not impact the performance with less specification impact than option 4, although the specification impact is larger than option 1&2.
	
	Specification impact
	Complexity 
	Performance impact 

	Option 1 (BAP address coordination)
	Inter-donor coordination for BAP address split;

Each node is configured two BAP addresses
	BAP address space split


	The number of IAB nodes under one IAB donor CU is reduced

	Option 2 (a new unique identity)
	BAP routing ID + gNB ID in BAP header;

Each node is configured with one BAP address 
	Include gNB ID with the variable length


	Additional information for transmission

	Option 3 (BAP header rewriting via BAP routing ID mapping)
	Configure BAP routing ID and its serving cell group;

Configure mapping of BAP routing IDs between two topologies;

Two BAP addresses for boundary IAB node 
	Additional processing on BAP header rewriting
	No

	Option 4
	Configure BAP routing ID and its serving cell group; 

Configure mapping between IP + DSCP/flow label and BAP routing ID;

Protocol stack change on processing IP header at intermediate IAB node

Two BAP addresses for boundary IAB node
	Additional processing on BAP header rewriting;

Additional IP header decoding


	No


Proposal 2-4: The BAP header rewriting via BAP routing ID mapping configuration can be applied to support the traffic transmission across two topologies. 
· IP address allocation

The packets of the boundary IAB node and the descendant IAB nodes are routed via two different donor DUs. Thus, each node should be assigned two sets of IP address(es), and each set is referring to one topology. 

Proposal 2-5: the boundary IAB node and the descendant IAB nodes should be allocated two sets of IP address(es), and each set is anchored to the donor DU of one topology.  
2.3 Single MT vs Multi-MT
In the past, multi-MT solution was often mentioned to realize the topology redundancy. We are wondering the benefit of multi-MT: 1) the multi-MT solution cannot eliminate the above mentioned enhancements; 2) multi-MT solutions bring additional enhancements at the MT side and network side, e.g., network needs coordinate the resource used by two MTs in the same physical entity. Moreover,  for normal DC case, the multi-UE solution is not used to realize the DC.

Proposal 3: multi-MT solution is not considered for topology redundancy. 
3 Conclusions
In this contribution, we discuss the topology redundancy and propose:
Proposal 1-1: Agree CR on F1-C traffic transfer over Xn. 

Proposal 1-2: the node terminating F1-C should determine the F1-C transfer path.

Proposal 1-3: Depending on RAN2 progress, the additional functionality for non-donor CU is to deliver the IABOthereInformation to donor CU for IP address configuration.  
Proposal 2-1: Change WA to agreement to support the following two scenarios for inter-donor topology redundancy:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.
Proposal 2-2: the F1 interface of the boundary IAB node and its descendant node(s) can be terminated to the MN. 

Proposal 2-3: For inter-donor topology redundancy, the granularity for F1-U and F1-C traffic is F1-U tunnel and TNL association, respectively. 
Proposal 2-4: The BAP header rewriting via BAP routing ID mapping configuration can be applied to support the traffic transmission across two topologies.
Proposal 2-5: the boundary IAB node and the descendant IAB nodes should be allocated two sets of IP address(es), and each set is anchored to the donor DU of one topology.
Proposal 3: multi-MT solution is not considered for topology redundancy.  
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