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1. Introduction
In RAN#88e, a new SI “study on further enhancement for data collection” was approved [1]. The objectives of the SI are as follows:
	This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
a) Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
b) [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
c) Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.
[bookmark: OLE_LINK8]One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
Coordination based on LSs with other groups, if needed, e.g. SA3, RAN1/RAN2, SA2 and SA5.



In this document, we tried to give some initial analysis of the standards impact on existing nodes, functions and interfaces. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
AI/ML typically includes two major components: Training and Inference [2]. 
-	Training is a process in which an AI/ML model learns to perform its given tasks, more specifically, by optimizing the value of the weights in the model. An AI/ML model is trained by inputting a training set, which are often correctly-labelled training samples. 
-	Inference is a process in which an AI/ML model performs its task by computing the output of the network using the weights determined during the training process. In the model inference process, the inputs from the real world are passed through the AI/ML model, then the prediction for the task is output.
As could be seen in many academic papers, the performance of using AI/ML are gained at the cost of high computational complexity which requires  more efficient compute engines , e.g. graphics processing units (GPU) and network processing units (NPU), and both training and inference would require  additional computation and storage resources and the processing/computing would further introduce additional power and energy consumption, while such cost and consumption impose significant challenges to system design. 
Observation: Training and inference would bring additional requirements, e.g. computation and storage resource, power consumption which would impose significant challenges to system design.
With this observation above, in order to implement AI/ML function in RAN in a simple and cost-efficient way, we think we should focus on the study of essential part within RAN side, e.g. data collection and inference, within a gNB.
Proposal 1: The study should focus on the essential part of AI/ML function within RAN side, e.g. data collection and inference within a gNB.
As to the signaling support for AI/ML function, it should be designed to deliver the data required by the AI algorithms (potentially reported by the UE or collected from different parts of the network) and outputs generated by the algorithms. With the observation above, and still to take the simplicity rule, it is suggested to reuse current RRC message, for example, MDT-like scheme, as a baseline for data collection. Once there are some outcome from inference, the network needs to implement the outcome, e.g. to implement the AI inference result among RAN nodes NG/Xn/F1/EI interfaces
Proposal 2: It is suggested to reuse current scheme, MDT-like messages for instance, as a baseline for data collection, and study the necessary spec impacts over Xn/F1/NG/E1 of implementing inference result.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we propose the following:
[bookmark: _Toc423020280]Observation: Training and inference would bring additional requirements, e.g. computation and storage resource, power consumption which would impose significant challenges to system design.
Proposal 1: The study should focus on the essential part of AI/ML function within RAN side, e.g. data collection and inference within a gNB.
Proposal 2: It is suggested to reuse current scheme, MDT-like messages for instance, as a baseline for data collection, and study the necessary spec impacts over Xn/F1/NG/E1 of implementing inference result.
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