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Introduction
At the RAN3#109-e meeting, it was agreed to study the following scenarios, in the context of load balancing:
a) IAB-MT is migrated between IAB-donors.
b) IAB-MT is simultaneously connected to two IAB-donors
c) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles)
d) IAB-MT performs RLF recovery at new IAB-donor.
This paper discusses inter-donor load balancing in IAB networks, in the context of agreement b) above.
Drawbacks of migration-based solutions
The IAB Rel-17 WID mentions load balancing as one of the use cases for inter-donor migration. This means that the problem to be solved is load balancing, for which migration is just one of the possible approaches. Therefore, RAN3 should not work on inter-donor migration just for the sake of it, but rather on discussing solutions for load balancing.
Observation 1: The essential objective of IAB Rel-17 WID is to enable load balancing, rather than specifying inter-donor migration just for the sake of it. 
In addition to the above agreements, the RAN3#109-e Chairman’s notes capture the following evaluation criteria for candidate solutions:
- the ability to avoid service interruption,
- the ability to avoid signaling storm caused by the migration,
- the incurred processing load caused by the migration (clarification: simultaneous migration of all affected devices causes more processing load than gradual migration),
- the complexity of the solution,
- the specification impact
At the RAN3#109-e meeting, the load balancing solutions based on IAB node and UE migration to a new/target CU were discussed. In these solutions, the contexts of UEs and IAB-MTs are transferred from the source to the target CU. With respect to the above evaluation criteria, the load balancing solutions based on IAB node and UE migration to a new/target CU have several drawbacks:
· Service interruption seems to be inevitable, due to the need to change security keys used by all migrating IAB nodes and UEs.
· Signalling storm seems inevitable, due to a large amount of migration information that should be made available to the target donor (e.g. contexts of all migrating IAB-MTs, IAB-DUs and UEs). Moreover, even if group Xn signalling is defined, the new keys to be distributed to the migrating IAB-MTs and UEs are individual, and they will be delivered in individual messages because each UE and IAB node will have its own configuration customized to its own capabilities.
· Exchanging a large amount of migration information and executing the related reconfiguration procedures for each and every affected IAB node and UE incurs a large processing load.
· The specification impact is significant, because the abovementioned information needs to be incorporated into legacy handover signalling.
Observation 2: The solutions for load balancing based on IAB node and UE migration do not satisfy the solution requirements established at the RAN3#109-e meeting.
The above effectively means those load balancing solutions that do not involve UE and IAB node migration should also be considered. 
Proposal 1: The solutions for load balancing should not mandate IAB node and UE migration to another donor.
The proposed solution
Having in mind the above, it seems well worth considering the solutions that do not involve IAB node and UE migration. For instance, it should be possible to achieve load balancing by offloading to another donor, part of the traffic served by a specific node, rather than migrating to another donor, some or all of the IAB nodes and/or UEs served by that specific node. An example scenario is shown in Figure 1.
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Figure 1: An example of load balancing scenario
The proposed solution is based on the RAN3#109-e agreement to study the “IAB-MT is simultaneously connected to two IAB-donors” scenario and it may be structured as follows:
1. IAB3 in Figure 1 experiences congestion;
2. The donor CU1 determines the traffic that should be offloaded to donor CU2. This could be, for example, the traffic pertaining to certain BAP routing IDs, IP addresses, DSCPs, flow labels etc.;
3. In this step, donor CU1 and donor CU2 handshake how many resources can donor CU2 handle and donor CU2 provides the configuration which is needed in IAB3. CU1 will send this configuration (piggybacked/encapsulated) to IAB3. This includes the necessary BAP addresses, route IDs, BH bearers etc.;
4. The donor CU (CU1) instructs the IAB-MT of IAB3 to establish, in addition to its existing connection to donor CU1, a connection with another donor CU (CU2);
5. The IAB-MT3 is integrated into the donor CU2 network;
6. The donor CU1 starts sending the offloaded traffic via donor CU2;
7. Upon arrival at donor DU2, each packet pertaining to the traffic offloaded from donor CU2 is assigned a BAP header with the BAP address of IAB3, as per configuration received from donor CU2;
8. The packet is routed towards IAB3, which, for every packet received from donor CU2, translates the BAP routing ID from donor CU2 to a BAP routing ID from donor CU1 network, pertaining to the final destination, as per configuration received from donor CU2.
9. In the UL, IAB3 will decide, based on pre-configured rules, if packets follow the initial route, or if they are re-routed. In the latter case, the IAB3 node updates the BAP header so that the packet reaches the donor DU2, which can then further pass it to donor CU1.
In other words, instead of permanently migrating IAB nodes and UEs, the donor CU1 can send a portion of traffic via Xn to another donor. 
The main advantages of this approach are:
· No need of coordinating the MT configurations (e.g. BAP addresses, BH channel IDs, etc). 
· No massive routing table updates or reconfiguration in nodes under donor CU1. Limited impact in donor CU2 network.
· Flexible load balancing and quicker reconfigurations since only one node (IAB3) is affected.
· The donor CU2 does not need to know the UE contexts, and donor CU1 network topology or deployment and vice versa.
The above solution for load balancing can also be used to address the RLF. With respect to Figure 1, if IAB3 experiences RLF, the donor CU1 can reroute the entire traffic of IAB3 via donor CU2. Furthermore, in the context of RLF recovery, the solution has the same advantages with respect to the migration-based solution as it was the case for load balancing. The RLFs are generally short-term events and it does not seem meaningful to execute IAB node and UE migration, which implies moving all the affected IAB/UE contexts and reconfiguration of all these devices just for the sake of recovery from a short-term event. In our view, RAN3 should instead study the solutions where, upon RLF, the traffic of the affected nodes would temporarily be offloaded to another donor CU and transferred back to the original donor after the RLF has passed. 
Proposal 2: RAN3 to study partial traffic offloading between donors as the solution for load balancing and RLF recovery in which the IAB/UE contexts are not transferred to the target CU i.e. they remain in the source CU.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses inter-donor load balancing in IAB networks. The following is observed: 
Observation 1: The essential objective of IAB Rel-17 WID is to enable load balancing, rather than specifying inter-donor migration just for the sake of it. 
Observation 2: The solutions for load balancing based on IAB node and UE migration do not satisfy the solution requirements established at the RAN3#109-e meeting.
Based on the observations, the following is proposed:
Proposal 1: The solutions for load balancing should not mandate IAB node and UE migration to another donor.
Proposal 2: RAN3 to study partial traffic offloading between donors as the solution for load balancing and RLF recovery in which the IAB/UE contexts are not transferred to the target CU i.e. they remain in the source CU.
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