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1 Introduction

In last meeting, RAN3 received a LS from SA [1] to discuss the potential issue of potential GBR flows release when a handover occurs in a congested cell. The following text is from the SA LS:
“During the conclusion of Alternative QoS Profile feature, some companies raised concerns that handover to a congested site potentially causing the GBR flows to be released could be a potential issue. 

It was concluded that such potential issue can be further investigated and may be resolved, if not mitigated via existing mechanism.”
In this paper, we highlight the existing solution based on network slicing that can already mitigate the issue. We also propose a new “queuing indicator”, which can help a source node getting information of the QoS flows that could be queued by a target node during Xn and NG mobility events.
2 Discussion 

2.1 Slicing
The potential issue raised by the SA LS can be categorized within the context of roaming scenarios of vehicles between PLMNs. Based on the past 3GPP discussions on NR V2X and the Alternative QoS Parameters, it should be understood that such scenario is to be discussed under the context of NR, where mandatory features, such as end-to-end slicing, must be supported. 
Hence, one can expect that the 5G networks with the support of network slicing management will be able to serve the needs of different services and use cases (e.g. URLLC, autonomous/assisted driving, vehicle platooning, etc.) that may have different network requirements in terms of reliability, delay, throughput, security etc., In fact, the notion of service differentiation and customizable Quality of Service (QoS) guaranteed by slicing via dedicated network slices can already enable the desired level for service provisioning, even for the service that will operate under demanding environments such as geographical cross-border areas.
Therefore, the best roaming performance is guaranteed today from the 5G networks thanks to network slicing.

Observation 1 : the best roaming performance is expected from the 5G networks thanks to the mandatory support of network slicing.
The slicing solution is obviously also applicable outside of cross-border areas. Unplanned network load on a road section, with roaming trucks, stuck in an overload cell, all remote driven; they will stop for safety reasons and create a traffic jam that can never be released. Therefore, with the proper planning of the network, a MNO simply must foresee slices for V2X users to address the congestion issue. It is therefore proposed to remind SA2 that network Slicing is a supported feature by the 5GS and can solve the problem of loaded cells in V2X scenario.
Proposal 1: RAN3 to agree that the potential issue mentioned by SA can be addressed via proper network planning by MNO and support of slice management.
2.2 Queuing indicator during mobility events 
A new solution that can be discussed in RAN3 to help address the potential congestion issue of a target node during mobility, is to complement the network slicing solution by adding a “queuing indicator” for specific QoS flows, when they are sent from the source node to the target NG-RAN node during a Xn handover message, or during the NG-based handover one. 
Specifically, when the source node sends a Xn or NG Handover Request message, it can add a queuing indicator to all or specific QoS flows to ask a potential target node whether those QoS flow(s) - based on e.g. a given priority order - can be applicable for queuing by the target node. The target node based on its local RAN conditions, such as level of congestion, will respond to the source node if those indicated QoS flow(s) can be queued by the target or not. The source node, based then on the feedback received from different targets, can take a decision and send a further handover message to request a selected target node to queue a list of specific QoS flow(s). 
Proposal 2: During mobility events (Xn- or NG- based), a source node can ask the target node if some allowed QoS flow(s) with a given priority can be applicable for queuing. The target node, based on its RAN conditions, will respond if those QoS flows can be applicable for queuing or not.
The list of the allowed QoS Flow(s) for queuing are informed to the source RAN node by the SMF via NG at PDU Session establishment. During a Xn-based or NG-based handover request, the source node can know the “queuing ability” of a target node in the acknowledge message, which can potentially help the source node to select the best candidate for HO by knowing the number of possible admissible and queueable QoS flows by the target node. 
Proposal 3: The list of allowed QoS Flow(s) for queuing are informed to the source RAN node via NG at PDU Session establishment
Based on which specific radio-related criteria the target node can queue the incoming QoS flows or release existing ones must remain a network-implementation decision.

Proposal 4: The criteria based on which a target node can queue the incoming QoS flows or release existing ones must remain a network-implementation decision
On another note, this new indication must be differentiated and decoupled from any aspect of the Alternative QoS Profiles (AQP) defined in TS 23.501. In fact, the AQP have been introduced to RAN3 as Alternative QoS Parameters Set in the context of notification control (see TS 38.413, TS 38.423 and TS 38.473) to give a finer granularity of the notification reporting. It is especially not used for retention of rejection indication of QoS profiles during mobility, but only for notification control purpose. 
On the other hand, the new proposed signaling here is a simple new indicator for queuing of possible QoS flows, already indicated by the source node, which can help the source node know which target can queue which QoS flows, in a specific given order, to be later accepted when conditions improve. This queuing indicator would increase the overall survivability of QoS flows during mobility events.
Proposal 5: The new Queuing indicator must be decoupled from the AQP concept used for enhanced notification control signaling. 
2.3 Conclusion

In conclusion, we remark that solutions based on the 5GS network features such as network slicing exist to help the network adapt to different QoS levels. A new queuing indicator sent during NG/Xn mobility events can complement the slicing solution - although at the end the main issue is a matter of resources availability during the network planning and deployment phase.
A queuing indicator for allowed QoS profiles to be queued during Handover scenarios (Xn and NG) has been described. Examples of signaling this new queuing indication are provided in the accompanying CRs to NG-AP [2] and Xn-AP [3].
Additionally, we propose to send a Liaison to SA2 [4] to inform them of the possibility of adding a new indicator for QoS flows queuing at initial PDU session establishment and the related impact to the CN.

Proposal 6: send a LS to SA2 to inform of RAN3 output on the potential issue

3 Conclusion, Recommendations 

The following is proposed:

Observation 1 : the best roaming performance is expected from the 5G networks thanks to the mandatory support of network slicing

Proposal 1: RAN3 to agree that the potential issue mentioned by SA can be addressed via proper network planning by MNO and support of slice management.

Proposal 2: During mobility events (Xn- or NG- based), a source node can ask the target node if some allowed QoS flow(s) with a given priority can be applicable for queuing. The target node, based on its RAN conditions, will respond if those QoS flows can be applicable for queueing or not.
Proposal 3: The list of allowed QoS Flow(s) for queuing are informed to the source RAN node via NG at PDU Session establishment

Proposal 4: The criteria based on which a target node can queue the incoming QoS flows or release existing ones must remain a network-implementation decision

Proposal 5: The new Queuing indicator must be decoupled from the AQP concept used for enhanced notification control signaling. 
Proposal 6: send a LS to SA2 to inform of RAN3 output on the potential issue

A draft LS to SA2 is provided in [4]
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