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Introduction

During last RAN3 meeting, IAB Enhancements for NR was discussed. And some agreements were achieved on inter donor migration and reduction of service interruption [1]. It was agreed that we shall consider how to reconfigure descendant nodes in order to reduce service interruption during migration. And we shall discuss mitigation of packet loss and reduction of unnecessary transmissions during IAB-node migration. In this contribution, we first discuss the reconfiguration of descendant nodes during intra-donor migration. And then we discuss how to mitigate pack loss during intra-donor migration. Lastly we discuss how to reduce unnecessary transmission during migration. 
Discussion

Intra-donor IAB node migration procedure 
In R16 IAB, intra-donor IAB node migration procedure was specified and captured in TS 38.401. As we know, RRCreconfiguration message needs to be sent to migrating IAB node and descendant IAB nodes in order to configure default BH RLC channel and default BAP routing ID for UL F1-C/non-F1 traffic mapping on the target path. And additional BH RLC channels and TNL addresses that are routable via target donor DU may also be included in the RRCreconfiguration message. However, it is not clear how to reconfigure descendant nodes. More specifically, it should be discussed when and how to send RRCreconfiguration message to descendant IAB nodes. Generally, the following two options could be considered: 

Option 1: RRCreconfiguration message for descendant nodes are transmitted via source path 

In intra-donor migration procedure specified in R16, migrating IAB-MT disconnect to source parent node after receiving RRCreconfiguration message. As a result, in option1, RRCreconfiguration message for descendant nodes need to be delivered before the transmission of RRCreconfiguration message for migrating IAB node. More specifically, RRCreconfiguration messages for descendant IAB nodes could be sent by donor CU via source path in parallel. After confirming that RRCreconfiguration messages for descendant IAB nodes have already been delivered successfully, donor CU  sends RRCreconfiguration messages for migrating IAB-MT to migrating IAB-MT. For example, donor CU could determine whether RRCreconfiguration messages for descendant IAB nodes have already been delivered successfully by existing RRC DELIVERY REPORT procedure. 

Observation 1: If RRCreconfiguration messages for descendant nodes are delivered before the transmission of RRCreconfiguration message for migrating IAB node, they could be sent by donor CU in parallel.
Option 2: RRCreconfiguration message for descendant nodes are transmitted via target path 
In this option, RRCreconfiguration messages for descendant nodes are transmitted after the transmission of RRCreconfiguration message for migrating IAB node. More specifically, after migrating IAB-MT complete random access procedure, F1-C connections are switched to use the migrating IAB-node’s new TNL address(es). And then donor CU could encapsulate RRCreconfiguration for child IAB-MT into a UE-associated F1AP message and deliver the F1AP message to child IAB-MT’s parent IAB-DU, i.e. the migrating IAB-DU. And then migrating IAB-DU could transmit the RRCreconfiguration included in the F1AP message to child IAB-MT. As analyzed above, RRCreconfiguration message for descendant node could be transmitted only after F1-C connection between its parent IAB-DU and donor CU has switched to the target path. That means the RRC reconfiguration for descendant nodes couldn’t be performed in parallel, which would lead to long service interruption time. 

Observation 2: If RRCreconfiguration messages for descendant nodes are transmitted after the transmission of RRCreconfiguration message for migrating IAB node, RRCreconfiguration message for descendant node could be transmitted only after F1-C connection between its parent IAB-DU and donor CU has switched to the target path, which would lead to long service interruption time. 
Proposal 1: It is suggested that reconfiguration of descendant nodes are performed via source path before the reconfiguration of migrating IAB-MT in order to reduce service interruption time.
Mitigation of packet loss in intra-donor migration
Scenario 1: intra-donor DU migration

As we know, the topic of lossless delivery was discussed in R15 SI/R16 WI phase and packet re-routing mechanism was endorsed to reduce packet loss in RLF scenario. More specifically, IAB node reroutes the packets that has not been acknowledged by RLC before the BH RLF to the new parent node in case of BH RLF. However there is no conclusion for lossless delivery in IAB node migration scenario. 

In intra-donor DU migration scenario as illustrated in figure 1, the packets that have not been acknowledged by RLC before the migration need to be re-transmitted by the migrating IAB node on the target path, which is similar as BH RLF scenario. In this scenario, although the path IDs for source and target path are different, the intermediate IAB node could perform routing according to the BAP address contained in the BAP routing ID in the BAP header. And the IP addresses of IAB node and IAB donor CU keep unchanged after intra-donor DU migration. So the re-routed F1-U packets could be delivered successfully to the donor CU via target parent node. As a result, it is suggested that R16 re-routing mechanism is reused in intra-donor DU migration scenario. 
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Figure 1. intra-DU migration

Observation 3: In intra-donor DU migration scenario, the packets that have not been acknowledged by RLC before the migration need to be re-transmitted by the migrating IAB node on the target path. 

Observation 4: The BAP address of IAB donor DU and IP addresses of IAB node and IAB donor CU keep unchanged after intra-donor DU migration, which is similar as BH RLF scenario.

Proposal 2: R16 re-routing mechanism is reused in intra-donor DU migration scenario. 

Scenario 2: inter-donor DU migration

In inter-donor DU migration scenario, donor DU changes after migration with donor CU unchanged. The BAP address of source and target donor DU are different between source and target path, and the routing ID used on the source and target path are different too. Assuming R16 rerouting mechanism is reused, the re-routed packets containing source donor CU’s BAP address in BAP header may be discard by target parent IAB node. On the other hand, the IP address of migrating and descendant nodes will change since donor DU would change after migration and the target donor DU would allocate new IP addresses for the migrating and descendant nodes. Assuming R16 rerouting mechanism is reused, when the re-routed F1-U packets arrives at target donor DU, the target donor DU couldn’t identify the source and target IP address in IP header of the re-routed F1-U packets which are used on the source path. Moreover, if source IP filtering is deployed in the wireline intra-donor F1 network, the re-routed F1-U packets would be discarded by the router. 
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Figure 2. inter-DU migration

Observation 5: In inter-donor DU migration scenario, assuming R16 rerouting mechanism is reused, the re-routed packets containing source donor CU’s BAP address in BAP header may be discard by target parent IAB node.

Observation 6: In inter-donor DU migration scenario, assuming R16 rerouting mechanism is reused, the target donor DU couldn’t identify the source and target IP address in IP header of the re-routed F1-U packets which are used on the source path. And if source IP filtering is deployed in the wireline intra-donor F1 network, the re-routed F1-U packets would be discarded by the router.

To solve the above issues in the inter-donor DU migration scenario, the following four alternatives could be considered: 

Alt1: End to end RLC ARQ

As we know, both end-to-end and hop-by-hop RLC ARQ are discussed and compared in the IAB SI phase. Using end-to-end RLC ARQ, lossless delivery can be ensured due to end to end RLC feedback. However, there are some drawbacks using end-to-end RLC ARQ. For example, the latency due to re-transmission increases with number of hops. And the hop count of the IAB network may be limited by the end-to-end RLC latency due to max window size. Futhermore, end-to-end RLC ARQ results in a greater architectural difference between IAB-nodes vs. IAB-donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB-node to an IAB-donor upon availability of fiber. Considering the backward compatibility and architecture complexity, it is suggest that identical architecture is used in R16 and R17 IAB, i.e. hop-by-hop RLC ARQ is adopt in R17 IAB.  

Proposal 3: Considering the backward compatibility and architecture complexity, it is suggested that identical architecture is used in R16 and R17 IAB, i.e. hop-by-hop RLC ARQ is adopt in R17 IAB.  
Alt2: R17 UE is enhanced to re-transmit based on PDCP status report

In current specification, UE performs re-transmit based on RLC ARQ, i.e. UE only re-transmit the packets that are not acknowledged by RLC. However, packets acknowledged by RLC in the access link may be lost in the backhaul link considering hop-by-hop RLC ARQ is used in the multi-hop IAB network. It is straight forward that R17 UE is enhanced to perform re-transmission based on PDCP status report which is sent from donor CU. However, this method is not applicable to legacy UE. 

Proposal 4: R17 UE could be enhanced to perform re-transmission based on PDCP status report. However, this method is not applicable to legacy UE.
Alt3: IAB node delays the sending of RLC status PDU to UE/IAB node until reception of RLC status PDU from its parent node. 
In this alternative, intermediate IAB node delays the sending of RLC status PDU to its child IAB node until reception of RLC status PDU from its parent node. And access IAB node delays the sending of RLC status PDU to UE until reception of RLC status PDU from its parent node. In this way, the UE could determine whether the IAB donor has received the uplink data packets successfully and perform re-transmission based on the delayed RLC status PDU. However, there are similar drawbacks in this alternative as in alternative 1 (i.e. end to end RLC ARQ). For example, the transmission and re-transmission latency may be very long due to the delayed RLC ARQ.   
Alt4: IAB node re-transmit unACKed/unsent packets

In this alternative, similar mechanism as R16 re-routing is used. More specifically, migrating IAB node re-transmit the packets that have been sent by migrating IAB node but were unACKed by RLC status PDU by source parent node after migration. As analyzed above, in inter-donor DU migration scenario, the BAP address of donor DU and IP addresses of IAB node and IAB donor are different on the source and target path. As a result, the re-routed packets are not able to be delivered to the donor CU via target parent node and target donor DU assuming R16 re-routing mechanism is reused. 

To resolve the above issues, one possible solution is that the access IAB node performs the re-transmission using the updated IP addresses and BAP address on the target path after migration. More specifically, the access IAB node needs to re-transmit the packets that have been sent by migrating IAB node but were unACKed by RLC status PDU by source parent node after migration. In addition, the access IAB node needs to re-transmit the packets that have been sent by the access IAB node but haven’t been sent by the migrating IAB node after migration. In this solution, it should be further studied how could the access IAB node determine which packets needs to be re-transmitted on the target path after migration. 

Observation 7: In inter-donor DU migration scenario, assuming R16 re-routing mechanism is reused, the re-routed packets are not able to be delivered to the donor CU via target parent node and target donor DU. 
Proposal 5: It is suggested that the access IAB node performs the re-transmission using the updated IP addresses and BAP address on the target path after migration.

Proposal 6: It should be further studied how could the access IAB node determine which packets needs to be re-transmitted on the target path after migration. 

Conclusion

In this contribution, we discussed  service interruption reduction issue, i.e. lossless delivery in intra-donor DU, inter-donor DU and inter-donor CU migration scenarios respectively. And we have the following proposals:

Observation 1: If RRCreconfiguration messages for descendant nodes are delivered before the transmission of RRCreconfiguration message for migrating IAB node, they could be sent by donor CU in parallel.
Observation 2: If RRCreconfiguration messages for descendant nodes are transmitted after the transmission of RRCreconfiguration message for migrating IAB node, RRCreconfiguration message for descendant node could be transmitted only after F1-C connection between its parent IAB-DU and donor CU has switched to the target path, which would lead to long service interruption time. 
Proposal 1: It is suggested that reconfiguration of descendant nodes are performed via source path before the reconfiguration of migrating IAB-MT in order to reduce service interruption time.
Observation 3: In intra-donor DU migration scenario, the packets that have not been acknowledged by RLC before the migration need to be re-transmitted by the migrating IAB node on the target path. 

Observation 4: The BAP address of IAB donor DU and IP addresses of IAB node and IAB donor CU keep unchanged after intra-donor DU migration, which is similar as BH RLF scenario.

Proposal 2: R16 re-routing mechanism is reused in intra-donor DU migration scenario. 

Observation 5: In inter-donor DU migration scenario, assuming R16 rerouting mechanism is reused, the re-routed packets containing source donor CU’s BAP address in BAP header may be discard by target parent IAB node.

Observation 6: In inter-donor DU migration scenario, assuming R16 rerouting mechanism is reused, the target donor DU couldn’t identify the source and target IP address in IP header of the re-routed F1-U packets which are used on the source path. And if source IP filtering is deployed in the wireline intra-donor F1 network, the re-routed F1-U packets would be discarded by the router.

Proposal 3: Considering the backward compatibility and architecture complexity, it is suggested that identical architecture is used in R16 and R17 IAB, i.e. hop-by-hop RLC ARQ is adopt in R17 IAB.  
Proposal 4: R17 UE could be enhanced to perform re-transmission based on PDCP status report. However, this method is not applicable to legacy UE.
Observation 7: In inter-donor DU migration scenario, assuming R16 re-routing mechanism is reused, the re-routed packets are not able to be delivered to the donor CU via target parent node and target donor DU. 
Proposal 5: It is suggested that the access IAB node performs the re-transmission using the updated IP addresses and BAP address on the target path after migration.

Proposal 6: It should be further studied how could the access IAB node determine which packets needs to be re-transmitted on the target path after migration. 
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