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1. Introduction
During RAN3#109-e meeting, the following open issues were left related to minimizing data loss:
	Open issues:

· Discussion on requirements for minimizing data loss during mobility for MBS user data is to be continued. In which way PDCP SNs, SN Status Report, data forwarding, can be used and impacts on all involved entities needs further discussions.

· Whether the SNs for the same MBS packet received by different gNBs should be aligned or not to minimize data loss during Handover


After RAN2#111-e meeting, an email discussion in RAN2 was held for connected mode mobility with service continuity [2]. In this contribution, we will discuss the UP handling for service continuity during the handover from MBS session to MBS session based on the progress of RAN2 and RAN3.
2. Discussion
According to the WID, use cases of NR MBS mainly consist of public safety and mission critical, V2X applications, transparent IPv4/IPv6 multicast delivery, IPTV, software delivery over wireless, group communications and IoT applications. Most of these use cases involve MBS service reception during inter-node mobility, e.g. public safety, V2X applications and so on. This is easy to understand as these MBS services usually cover a large area and the terminals may move from one cell to another as shown in Figure 1. 
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Figure 1. Mobility use cases for MBS
The above use cases requires high reliability of data transmission, as missing of key information may lead to serious issue. For instance, V2X applications require 50 ms E2E latency and up to 99.9999% reliability in 5GAA discussion [2], public safety MCPTT service also requires up to 99.9999% reliability based on TS23.501. For other scenarios like software delivery, data transmission with higher reliability is beneficial to reduce retransmission in higher layer, e.g. TCP layer. Therefore high data transmission reliability should be satisfied for MBS service during mobility. 

Observation 1: The reliability requirement for V2X and public safety can be up to 99.9999%.
For MBS-to-MBS Handover scenario, as the source gNB and the target gNB perform the transmission of one MBS service independently, the transmission progress of MBS packets may be different. For example, the MBS packets from UPF/MB-UPF may arrive at different gNBs at different time because of various backhaul transmission delay; different gNBs may have different buffer status which lead to different scheduling progresses. This issue is more serious if the latency requirement of a MBS service is not strict. For example, software update for V2X requires 50 ms E2E latency but 99.9999% reliability [2]. The relaxed latency requirement will lead to larger progress gap as the gNBs may not have to schedule the packet at the moment it arrives. If the target gNB has faster progress than the source gNB, the UE will miss many MBS packet after handover, which cannot be tolerated by the high reliability requirement. 

In summary, though the MBS UE can continue receiving the MBS service after moving to the target gNB, the progress gap may lead to plenty of data loss which poses threat to service continuity. Thus RAN3 is supposed to take these issues into consideration when designing the MBS mobility mechanism in order to better satisfy service continuity. Besides, according to the email discussion held in RAN2, the majority of companies support minimizing data loss during MBS session to MBS session mobility.  
In legacy Handover procedure, data forwarding is used to minimize data loss during, therefore to minimize data loss during MBS session to MBS session mobility, it is straight forward to also use data forwarding to minimize data loss. This solution has been discussed during RAN2 email discussion and gained the highest support from companies (22 companies support option 2). 
	Summary of Question 3: 

Option 1: the UE will receive the multicast MBS of source and target multicast MBS simultaneously until the UE receive the all the data in the data gap. 

CMCC, OPPO, NEC, Spreadtrum, Convida, CATT (6)
Option 2: the source gNB will forward the data to the target gNB and the target gNB will deliver the forwarding data via unicast. After that, the UE will receive the MBS in the target cell via multicast. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data.

· Mediatak, Huawei, Kyocera, CMCC,OPPO, Lenovo, Motorola Mobility, QC, Ericsson, LG, Sony, BT, Futurewei, NEC, vivo, ITRI, Intel, Spreadtrum, ZTE, Convida, Xiaomi, Apple, CATT (22)
Option 3: MBS can be configured as AM bearer, then lossless packet delivery based on PDCP status report and PDCP re-establishment/recovery can be supported as well.
· Mediatak, Huawei, Kyocera, CMCC, Lenovo, Motorola Mobility, QC, LG, Sony, NEC, vivo, ITRI, Intel, Spreadtrum, ZTE, Convida, Xiaomi, Apple, CATT (18)

Option 4: Option 2+option 3+ network caching 

· Mediatak (1)

· For RLC AM mentioned in option 3, it is covered by email discussion “[Post111-e][904][MBS] L2 Architecture (Huawei)”,we can wait conclusion from it. (CATT, Sharp, NEC, ZTE)

Obviously, the majority supports option 2 and 3, which are complementary: one is mainly about network behavior, another is about UE side procedure hence. And in our understanding, option 2 and option 3 can be agreed as baseline, and the details, e.g. the different handling for the different RLC mode of RB in source and in target, whether the "“AM bearer"” mentioned in option 3 refers only to PTP transmission, taking the conclusion of 904# email discussion into consideration:


Proposal 1: use data forwarding mechanism to minimize data loss for mobility between MBS supporting nodes.

About how to synchronize the MBS data transmission between the source cell and the target cell, the majority of companies in RAN2 email discussion support to use synchronized DL PDCP SNs.

	Option 2: DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize the lossless handover for 5G MBS services, e.g. common PDCP or one PDCP in charge of PDCP SN assignment for both source cell and target cell.

Summary of Question 2: 

Option 1-1: CATT, OPPO, Samsung (3)

Option 2: Mediatak, Huawei, Kyocera, CMCC,OPPO, Lenovo, Motorola Mobility, QC, Ericsson, Sharp, LG, Sony, BT, Futurewei, NEC, vivo, ITRI, Intel, Spreadtrum, Convida, Xiaomi, Apple, CATT (22)

Option 3: CATT (1)

Option 2 should be discussed by RAN3 firstly. ( Mediatak, CATT, QC, Ericsson, BT, Intel, Spreadtrum)

SA3 should be involved in Option 2’s study. (Futurewei)

Obviously, the majority supports option 2, and some companies doubted whether it is enough to support lossless HO, Hence, we propose as follows:

Proposal 3: In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.


The following figure shows that to support synchronized DL PDCP SN, it is needed for the gNBs to receive the same SN for the same MBS data from CN.
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Figure 2. UP handling for MBS session to MBS session handover 
In order to align the PDCP SNs of source and target, the two gNBs should know that two PDCP PDUs are corresponding to the same MBS packet, therefore the same SN should be received by the gNBs from CN. 
Based on SA2 agreement, to support shared NG-U transport, both IP Multicast method (NG-RAN node to join the IP multicast) and shared GTP-U Tunnel method (NG-RAN node to assign the DL GTP-U Tunnel info) shall be supported.

· For IP Multicast method, gNBs are receiving the same packet from the same IP address, the same SN will be received by the gNBs by default.
· For shared GTP-U Tunnel method, it is needed for the UPF to put the same SN in the same MBS data packet when delivering them to different gNBs.
With that, the PDCP SN of the packets received from the CN should be synchronized by reading the SNs of the MBS packets from the CN. In this way, the source gNB and target gNB can have a common understanding of each other’s MBS progress and try to fill in the progress gap during handover via data forwarding.
Proposal 2: different gNBs receive the same MBS data packet with the same SN, to achieve synchronized DL PDCP SN.
From gNB point of view, there are different alternatives could be used to achieve this purpose, and further discussion is needed.
· Reuse Sequence Number in GTP-U header
· Reuse DL QFI Sequence Number in "GTP-U Container" GTP-U Extension Header
· Design new SN in "GTP-U Container" GTP-U Extension Header
Proposal 3: Send LS to SA2 to provide the requirement that different gNBs shall receive the same MBS data packet with the same SN, to achieve synchronized DL PDCP SN.
3. Conclusion

In this contribution, we discussed how to minimize data loss during mobility between MBS supporting nodes, and get the following proposals:

Proposal 1: use data forwarding mechanism to minimize data loss for mobility between MBS supporting nodes.

Proposal 2: different gNBs receive the same MBS data packet with the same SN, to achieve synchronized DL PDCP SN.
Proposal 3: Send LS to SA2 to provide the requirement that different gNBs shall receive the same MBS data packet with the same SN, to achieve synchronized DL PDCP SN.
The corresponding Draft LS to SA2 is provided in [4].
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5. Annex
	TS29.281: GTP-U header

-
Sequence number flag (S): This flag indicates the presence of a meaningful value of the Sequence Number field. When it is set to '0', the Sequence Number field either is not present or, if present, shall not be interpreted. When it is set to '1', the Sequence Number field is present, and shall be interpreted, as described below in this clause.
For the Echo Request, Echo Response, Error Indication and Supported Extension Headers Notification messages, the S flag shall be set to '1'. Since the use of Sequence Numbers is optional for G-PDUs, the PGW, SGW, ePDG, eNodeB and TWAN should set the flag to '0'. However, when a G-PDU (T-PDU+header) is being relayed by the Indirect Data Forwarding for Inter RAT HO procedure, then if the received G-PDU has the S flag set to '1', then the relaying entity shall set S flag to '1' and forward the G-PDU (T-PDU+header). In an End marker message the S flag shall be set to '0'.

-
Sequence Number: If Sequence Number field is used for G-PDUs (T-PDUs+headers), an increasing sequence number for T-PDUs is transmitted via GTP-U tunnels, when transmission order must be preserved. For Supported Extension Headers Notification and Error Indication messages, the Sequence Number shall be ignored by the receiver, even though the S flag is set to '1'.

Bits

Octets

8

7

6

5

4

3

2

1

1

Version

PT

(*)

E

S

PN

2

Message Type

3

Length (1st Octet)

4

Length (2nd Octet)

5

Tunnel Endpoint Identifier (1st Octet)

6

Tunnel Endpoint Identifier (2nd Octet)

7

Tunnel Endpoint Identifier (3rd Octet)

8

Tunnel Endpoint Identifier (4th Octet)

9

Sequence Number (1st Octet)1) 4) 

10

Sequence Number (2nd Octet)1) 4)
11

N-PDU Number2) 4)
12

Next Extension Header Type3) 4)
NOTE 0:
(*) This bit is a spare bit. It shall be sent as '0'. The receiver shall not evaluate this bit.

NOTE 1:
1) This field shall only be evaluated when indicated by the S flag set to 1.

NOTE 2:
2) This field shall only be evaluated when indicated by the PN flag set to 1.

NOTE 3:
3) This field shall only be evaluated when indicated by the E flag set to 1.

NOTE 4:
4) This field shall be present if and only if any one or more of the S, PN and E flags are set.

	38.415: "GTP-U Container" GTP-U Extension Header

5.5.2.1
DL PDU SESSION INFORMATION (PDU Type 0)

This frame format is defined to allow the NG-RAN to receive some control information elements which are associated with the transfer of a packet over the interface.

The following shows the respective DL PDU SESSION INFORMATION frame.

Bits

Number of Octets

7

6

5

4

3

2

1

0

PDU Type (=0)

QMP
SNP
Spare
1

PPP

RQI

QoS Flow Identifier 
1

PPI
Spare

0 or 1

DL Sending Time Stamp
0 or 8

DL QFI Sequence Number
0 or 3

Padding 

0-3


Figure 5.5.2.1-1: DL PDU SESSION INFORMATION (PDU Type 0) Format

5.5.3.17
Sequence Number Presence (SNP)

Description: This parameter indicates the presence of the DL QFI Sequence Number in the DL PDU Session Information frame or the presence of the UL QFI Sequence Number in the UL PDU Session Information frame.

Value range: {0= DL/UL QFI Sequence Number not present, 1= DL/UL QFI Sequence Number present}.

Field length: 1 bit. 
5.5.3.18
DL QFI Sequence Number

Description: This parameter indicates the sequence number as assigned by the UPF associated with a given QoS Flow.
Value range: {0..224-1}.

Field length: 3 octets.


