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1 Introduction

An initial discussion on this topic took place at the last RAN3 meeting, and the status is as follows.

Most companies agree on the support of feeder link switchover – with the assumption of RAN2 and RAN3 specification impact, however, as commented, we have to look whether all scenarios are covered (inter-PLMN) and what impacts on specification work proprietary solutions would have.

With the above statement, there is common understanding to support soft and hard switchover in Rel-17;

Stage 2 and later Stage 3 will have to be further developed.

To be continued... [1]
We will reflect on the above and propose possible stage 2 and stage 3 changes for further discussion.
2 Discussion
2.1 The Scenario
The scenario is as previously discussed in [2] and [3]: switching the link toward the same transparent satellite (typically LEO, but this is applicable also to GEO) between two different NTN GWs (i.e. two different gNBs). Then, the effect of link switching is a change in the set of cells (from a different gNB) serving the same coverage region on the ground.
2.2 “Hard” vs. “Soft” Switchover
In order to avoid service interruption, there needs to be a time when both the “old” and the “new” NTN GW send their Uu through the same satellite. In previous discussions, this was often used to differentiate “hard” and “soft” switchover. However, regardless of switchover type, service interruption should always be avoided, hence it seems some overlap time should always be foreseen. In other words, a “hard” switchover should never imply RLF.
Proposal 1: To avoid service interruption, some overlap time when both gNBs send their Uu through the same satellite should always be foreseen regardless of switchover type.

With this clarification, the difference between hard and soft switchover as previously discussed tends to disappear; perhaps the only difference might be seen in how much time it takes for the gNBs to e.g. trigger UE measurements and hand over the UEs to the new cells, including whether to act on all UEs at the same time or on UE subsets to avoid signaling overload, etc.. Notice that all these actions only depend on gNB implementations and are tightly tied to how much time is assumed to be available for the switchover. For LEO this depends on e.g. orbit configuration (because at some point the old satellite will lose visibility of that coverage region on the ground), while for GEO there is no limitation in principle.
Observation 1: How long it may take to offload all UEs from the “old” gNB to the “new” one depends on gNB implementation, but for LEO there is an upper boundary given by e.g. orbit configuration.

2.3 Information to Be Exchanged

Because of the above, it seems at least some configuration information is needed to be exchanged between the two gNBs involved, including as previously discussed [2]:

· A list of satellites to which the gNB connects;

· For each satellite in the list, an ID, a list of cells from the gNB which is served through the satellite, and the ephemeris data for the satellite.
With this information, the gNB can understand when a certain satellite is passing within visibility and can perform a periodic switchover when needed due to e.g. the satellite movement.

A first approach could be to exchange this as e.g. proprietary information through OAM. However, the obvious drawback would be to limit this functionality to gNBs of the same manufacturer, Furthermore, if scenarios as e.g. inter-PLMN are to be considered, this would imply inter-OAM coordination across different operators, which would be highly undesirable.
Proposal 2: Proprietary exchange of satellite information through RAN OAM would make this functionality highly impractical in inter-PLMN scenarios and severely limit its applicability even for intra-PLMN cases.
2.4 Xn Aspects

Then, the use of Xn seems logical at least for the case where Xn is already up and running between the two gNBs.
Proposal 3: To support periodic switchover, add to Xn Setup and NG-RAN Configuration Update procedures the list of satellites to which the gNB connects, and for each satellite on the list include at least the list of cells from the gNB served through the satellite, and the ephemeris data.
An additional scenario can be covered through Xn: event-triggered switchover, in order to e.g. offload traffic or in conjunction with maintenance. Event-triggered switchover can be supported with a non-UE-associated Xn procedure (e.g. Satellite Connection Preparation) to signal from the old to the new gNB that it should connect to the specified satellite. An optional list of cells served through the satellite could be included in the initiating message [3]. The signaling flow was already proposed and is shown in [3].
Proposal 4: To support event-triggered switchover, introduce a new XnAP Class 1, non-UE-associated Satellite Connection Preparation procedure to support satellite feeder link switchover for transparent satellites (see enclosed Stage 2 TP and related XnAP CR).
2.5 Other Mechanisms

Other mechanisms seem also possible, at least in principle (e.g. the use of transparent containers through the core network) and should be put in place if we want to support switchover between two gNBs which do not connect to the same AMF set. This would also cover the inter-PLMN case. We welcome further discussion on this aspect.
Proposal 5: If e.g. the inter-PLMN case needs to be covered, it seems necessary to introduce a separate mechanism (e.g. transparent containers through the core network) to cover the cases where Xn is not available between the two gNBs; we welcome further discussion on this aspect.
3 Conclusions and Proposals
Our proposals are summarized below.
Proposal 1: To avoid service interruption, some overlap time when both gNBs send their Uu through the same satellite should always be foreseen regardless of switchover type.

Proposal 2: Proprietary exchange of satellite information through RAN OAM would make this functionality highly impractical in inter-PLMN scenarios and severely limit its applicability even for intra-PLMN cases.
Proposal 3: To support periodic switchover, add to Xn Setup and NG-RAN Configuration Update procedures the list of satellites to which the gNB connects, and for each satellite on the list include at least the list of cells from the gNB served through the satellite, and the ephemeris data.
Proposal 4: To support event-triggered switchover, introduce a new XnAP Class 1, non-UE-associated Satellite Connection Preparation procedure to support satellite feeder link switchover for transparent satellites (see related CRs).
Proposal 5: If e.g. the inter-PLMN case needs to be covered, it seems necessary to introduce a separate mechanism (e.g. transparent containers through the core network) to cover the cases where Xn is not available between the two gNBs; we welcome further discussion on this aspect.
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START OF CHANGES
4.1 3.1
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 36.300 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] and TS 36.300 [2].

5GC
5G Core Network

5GS
5G System

5QI
5G QoS Identifier

A-CSI
Aperiodic CSI

AKA
Authentication and Key Agreement

AMBR
Aggregate Maximum Bit Rate

AMC
Adaptive Modulation and Coding

AMF
Access and Mobility Management Function

ARP
Allocation and Retention Priority

BA
Bandwidth Adaptation

BCH
Broadcast Channel

BH
Backhaul

BL
Bandwidth reduced Low complexity

BPSK
Binary Phase Shift Keying

C-RNTI
Cell RNTI

CAG
Closed Access Group

CAPC
Channel Access Priority Class

CBRA
Contention Based Random Access

CCE
Control Channel Element

CD-SSB
Cell Defining SSB

CFRA
Contention Free Random Access

CHO
Conditional Handover

CIoT
Cellular Internet of Things

CLI
Cross Link interference

CMAS
Commercial Mobile Alert Service

CORESET
Control Resource Set

CPC
Conditional PSCell Change

DAG
Directed Acyclic Graph

DAPS
Dual Active Protocol Stack

DFT
Discrete Fourier Transform

DCI
Downlink Control Information

DCP
DCI with CRC scrambled by PS-RNTI

DL-AoD
Downlink Angle-of-Departure

DL-SCH
Downlink Shared Channel

DL-TDOA
Downlink Time Difference Of Arrival

DMRS
Demodulation Reference Signal

DRX
Discontinuous Reception

E-CID
Enhanced Cell-ID (positioning method)

EHC
Ethernet Header Compression

ETWS
Earthquake and Tsunami Warning System

GFBR
Guaranteed Flow Bit Rate

HRNN
Human-Readable Network Name

IAB
Integrated Access and Backhaul

I-RNTI
Inactive RNTI

INT-RNTI
Interruption RNTI

KPAS
Korean Public Alarm System

LDPC
Low Density Parity Check
LEO
Low Earth Orbit
MDBV
Maximum Data Burst Volume

MIB
Master Information Block

MICO
Mobile Initiated Connection Only

MFBR
Maximum Flow Bit Rate

MMTEL
Multimedia telephony

MNO
Mobile Network Operator

MT
Mobile Termination

MU-MIMO
Multi User MIMO

Multi-RTT
Multi-Round Trip Time

NB-IoT
Narrow Band Internet of Things

NCGI
NR Cell Global Identifier

NCR
Neighbour Cell Relation

NCRT
Neighbour Cell Relation Table

NGAP
NG Application Protocol

NID
Network Identifier

NPN
Non-Public Network

NR
NR Radio Access
NTN
Non-Terrestrial Networks

NTN GW
NTN GateWay
P-RNTI
Paging RNTI

PCH
Paging Channel

PCI
Physical Cell Identifier

PDCCH
Physical Downlink Control Channel

PDSCH
Physical Downlink Shared Channel

PLMN
Public Land Mobile Network

PNI-NPN
Public Network Integrated NPN

PO
Paging Occasion

PRACH
Physical Random Access Channel

PRB
Physical Resource Block

PRG
Precoding Resource block Group

PS-RNTI
Power Saving RNTI

PSS
Primary Synchronisation Signal

PUCCH
Physical Uplink Control Channel

PUSCH
Physical Uplink Shared Channel

PWS
Public Warning System

QAM
Quadrature Amplitude Modulation

QFI
QoS Flow ID

QPSK
Quadrature Phase Shift Keying

RA
Random Access

RA-RNTI
Random Access RNTI

RACH
Random Access Channel

RANAC
RAN-based Notification Area Code

REG
Resource Element Group

RIM
Remote Interference Management

RMSI
Remaining Minimum SI

RNA
RAN-based Notification Area

RNAU
RAN-based Notification Area Update

RNTI
Radio Network Temporary Identifier

RQA
Reflective QoS Attribute

RQoS
Reflective Quality of Service

RS
Reference Signal

RSRP
Reference Signal Received Power

RSRQ
Reference Signal Received Quality

RSSI
Received Signal Strength Indicator

RSTD
Reference Signal Time Difference

SD
Slice Differentiator

SDAP
Service Data Adaptation Protocol

SFI-RNTI
Slot Format Indication RNTI

SIB
System Information Block

SI-RNTI
System Information RNTI

SLA
Service Level Agreement

SMC
Security Mode Command

SMF
Session Management Function

S-NSSAI
Single Network Slice Selection Assistance Information

SNPN
Stand-alone Non-Public Network

SNPN ID
Stand-alone Non-Public Network Identity

SPS
Semi-Persistent Scheduling

SR
Scheduling Request
SRI
Satellite Radio Interface
SRS
Sounding Reference Signal

SRVCC
Single Radio Voice Call Continuity

SS
Synchronization Signal

SSB
SS/PBCH block

SSS
Secondary Synchronisation Signal

SST
Slice/Service Type

SU-MIMO
Single User MIMO

SUL
Supplementary Uplink

TA
Timing Advance

TPC
Transmit Power Control

UCI
Uplink Control Information

UL-AoA
Uplink Angles of Arrival

UL-RTOA
Uplink Relative Time of Arrival

UL-SCH
Uplink Shared Channel

UPF
User Plane Function

URLLC
Ultra-Reliable and Low Latency Communications

V2X
Vehicle-to-Everything
Xn-C
Xn-Control plane

Xn-U
Xn-User plane

XnAP
Xn Application Protocol

NEXT CHANGE
4.x
Non-Terrestrial Networks

4.x.x
Feeder Link Switch
During operation, it may be necessary to switch the SRI between two different NTN GWs. This may be due to e.g. maintenance, traffic offloading, or (for LEO) due to the satellite moving out of visibility of the NTN GW. The switchover should be performed without disrupting service to the served UEs.
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Figure 4.x.x-1: Feeder link switch for transparent NTN operation.
gNB1 and gNB2 are co-located with GW1 and GW2, respectively. To ensure service continuity, during the transition both gNBs connect to the satellite and their cells serve an overlapping coverage area, as shown in Figure 4.x.x-1.
gNB1 may signal to gNB2 over Xn to connect to the satellite. During the transition, gNB1 configures its served UEs to measure the cells served by gNB2, then triggers their handover to gNB2 before detaching from the satellite.
END OF CHANGES
� In principle, this seems also beneficial for non-LEO satellites (e.g. GEO, to support traffic offload). For this reason, it seems beneficial to avoid limiting the scope to LEO in specification text.





