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Introduction
In the RAN #88-e meeting, a new “Study on further enhancement for data collection” study item was approved with the following objectives are captured in this SI[1]:
	a) [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.


While it is the first time that Artificial Intelligence (AI) and Machine Learning (ML) are introduced and discussed in 3GPP RAN, the AI/ML concepts and algorithms have been widely discussed elsewhere (academia and industry), such as supervised learning/unsupervised learning/reinforcement learning, etc. In this study item, we think it would be good to have a common understanding in RAN3 on the above concepts first before discussing use cases and AI/ML impact on NG-RAN existing nodes. In this contribution, we first introduce the concept of AI/ML algorithm and framework to NG-RAN.
Besides, different use cases with difference requirement to AI/ML algorithm and NG-RAN may lead to different impacts to existing NG-RAN functionalities, interfaces and nodes. Hence, in this contribution, we also identified several use cases which are applicable and benefit to NG-RAN automation and performance enhancement. 
Discussion
As discussed in the companion contribution [1], considering AI/ML concepts (including algorithm and framework) are newly introduced in RAN3, we would like to first define AI/ML algorithm and framework concept and build a common understanding of AI/ML concepts in NG-RAN. 
Definition of “ML Training” and “ML Inference” should be first discussed in order to understand the complexity of different parts of ML algorithm impact to NG-RAN. We therefore propose for discussion and inclusion in the TR The text proposal then is discussed with three types of AI/ML algorithms:, supervised learning, unsupervised learning and reinforcement learning, including concept definition and list of potential algorithms can be adopted in NG-RAN. 
Proposal 1: include in the TR the definitions of three types of AI/ML algorithms: supervised learning, unsupervised learning and reinforcement learning.
AI/ML algorithms to be deployed in deployment in current NG-RAN architecture may also be impacted affected by adopted AI/ML framework. Hence, we further propose the definition of three well-known AI/ML frameworks:, centralized learning, federated learning and distributed learning.
Proposal 2: include in the TR the definitions of AI/ML frameworks: centralized learning, federated learning and distributed learning.
In the end, we further analyze the key rules for selecting AI/ML algorithms for wireless scenario, and based on the latency requirement of different use cases, we proposed two categories of AI-enabled NG-RAN use cases:, delay insensitive use case and delay sensitive use case, respectively. The text proposal is then followed by some examples of use case analysis, including justification (benefit to NG-RAN), input/out data requirement and potential AI/ML algorithms.
Proposal 3: include in the TR the definitions two categories of AI-enabled NG-RAN use cases: delay insensitive use case and delay sensitive use case.
A TP for reflecting these proposals is provided below.
Text Proposal to TR “Study on further enhancement for data collection”
Based on above discussion, following TP is proposed to section 6/7/8 in the proposed table of content of the companion contribution [1]. 
<-------------------------------------------Start of text proposal--------------------------------------------->
AI/ML Algorithm Concept
In following section, we discuss how to understand the concept of different types of AI/ML algorithms from NG-RAN’s perspective. Before introducing AI/ML algorithm, we first introduce the concept of training and inference in AI/ML.
ML Training: A process of creating a machine learning algorithm to learn features and patterns that best present data automatically, involving the use of a deep-learning framework and training dataset. It is normally time-consuming due to its complex computation.
ML Inference: A process of using a trained machine learning algorithm to make a prediction and guide the decision. It is a procedure performed after training, using by minimizing the scope of the trained model (sometimes after minimizing the said model by and removing any parts non-related to prediction). It is less computationally intense.
Typically, there are three types of machine learning algorithms:, supervised learning, unsupervised learning and reinforcement learning. 
Supervised Learning
Supervised learning is a machine learning task that aims to learn a mapping function from the input to the output, given a labeled data set. Input data is called training data and has a known label or result. Following Eexamples of supervised learning are:
1. Regression: Linear Regression, Logistic Regression
2. Instance-based Algorithms: k-Nearest Neighbor (KNN)
3. Decision Tree Algorithms: CART
4. Support Vector Machines: SVM
5. Bayesian Algorithms: Naive Bayes
6. Ensemble Algorithms: Extreme Gradient Boosting, Bagging: Random Forest
Supervised learning can be further grouped into Regression and Classification problems. Classification is about predicting a label whereas Regression is about predicting a quantity.
Unsupervised Learning
Unsupervised learning is a machine learning task that aims to learn a function to describe a hidden structure from unlabeled data. Input data is not labeled and does not have a known result. Some examples of unsupervised learning are: K-means clustering, principal component analysis (PCA), nonlinear independent component analysis (ICA) and long short-term memory (LSTM).
Reinforcement Learning
In reinforcement learning (RL), the agent aims to optimize a long-term objective by interacting with the environment based on a trial and error process. A goal-oriented learning based on interaction with environment. There are several RL algorithms:
· Q-learning
· Multi-armed bandit learning
· Deep Q Network
· State-Action-Reward-State-Action (SARSA)
· Temporal Difference Learning
· Actor-critic reinforcement learning
· Deep deterministic policy gradient
· Monte-Carlo tree search
Reinforcement learning can further be grouped as model-based and model free reinforcement learning. 
· Model-based reinforcement learning: a RL algorithm using a predictive model, a model with different dynamic states of an environment and how these states lead to a reward, to get transition probability among states.  
· Model-free reinforcement learning: A RL algorithm based on value or policy which achieves the maximum future reward. In a multi-agent environment/state, there’s no need for accurate representation of the environment, computationally less complex. 
RL algorithms can also be categorized into value-based RL vs. policy-based RL, on-policy RL vs. off-policy RL, etc.
AI/ML Framework Concept
Centralized Learning
Centralized learning refers to an AI/ML framework which requires all training data collected by different nodes in RAN reporting to be reported to a centralized node. In centralized learning, all data resource/storage/training for supervised learning/unsupervised learning/reinforcement learning are performed in centralized manner in a single node.
Federated Learning
Federated learning is a distributed machine learning framework (not to be confused with distributed learning) that allows a collective model to be constructed from data that is distributed across data owners. It brings AI/ML models to the data source, rather than bringing the data to the model, allowing the local nodes/individual devices to collect data and train their own copy of the model, thus no need to report source data to the centralized node. In federated learning, only parameters/weights of AI/ML model need to be sent back to the centralized node to assist generic model training.
Distributed Learning
Distributed learning refers to the concept in which machine learning processes have been scaled out and deployed across a cluster of nodes. The training model is split up and shared among multiple simultaneously working nodes, in order to speed up model training.
Use Cases and Requirement
One of the key issues when discussing and addressing AI-enabled NG-RAN use cases is how to decide a suitable AI/ML algorithm to wireless use cases, in order to meet wireless performance and latency requirement.
Several key information should be considered when selecting AI/ML algorithm and model to certain wireless use cases:
· Use case problem characteristic: identify whether use case is a classification, prediction or decision-making problem. This helps to identify a suitable type of ML algorithms.
· Use case expected input/output: identify whether input/output data can be labeled or quantified.  
· Use case latency and delay sensitivity: identify and understand the latency requirement in order to select a model with suitable computation complexity, and deploy training and inference part of ML algorithm at suitable nodes in current NG-RAN architecture
As listed in Table 1, RAN AI/ML use cases can be categorized into delay insensitive and delay sensitive use cases based on control loop latency requirements. Typically, AI/ML models deployed at OAM or gNB-CU are for delay insensitive use cases, whereas AI/ML models are deployed at gNB-DU are for delay sensitive use cases. 
[bookmark: _Ref54166054]Table 1. AI-enabled NG-RAN Use Case List
	Delay insensitive use cases
	Delay sensitive use cases

	Multi-RAT (including mobility, load balancing, RAT selection, PCI selection ,etc)
	Massive MIMO beamforming optimization (flexible and configurable beam pattern)

	QoS based Resource Optimization (at RAN level to fulfill SLS)
	Channel Estimation and channel modelling

	QoE optimization
	Link Adaptation

	Traffic steering (guide carrier/band/access preference at per-UE or group of UE granularity)
	Beam selection (quick beam selection based on location, etc)

	Long-term traffic forecasting and classification – can be used in multiple cases, such as flow control, RACH, load balance, etc
	Massive MIMO MAC scheduling (user selection and resource allocation)

	BS and UE Energy optimization
	CSI Compression

	IAB topology adaption (congestion and RLF prediction, load balance, etc)
	MIMO detector

	Flow control (traffic and UE access prediction)
	

	Handover 
	

	Positioning
	

	RRM resource ICIC
	


Delay insensitive use cases
Delay insensitive user cases require decision making is non-real time (larger than single slot). It normally takes place in OAM, gNB-CU, where both ML training and ML inference can jointly or separately locate. 
· Use case 1: Handover
Justification: for SON (Mobility Robustness Optimization) and high mobility use cases (such as V2X)
Input: handover parameters (e.g., handover trigger threshold, time-to-trigger value), whether previous handover is successful or not, occurrence of ping-pong after a successful handover, radio link failure rate and handover failure rate
	Output: new handover parameters or threshold
	Potential ML algorithms: supervised learning, reinforcement learning 
· Use case 2: RAN level-matric prediction: 
Justification: Optimize RAN resource allocation and energy saving 
Input: cell load measurements and statistics (e.g., number of active UEs, how frequent handover occurs, how frequent new bearer is established), per QoS level L2-latency, per QoS level packet loss rate estimate, etc)
Output: predicted latency, packet loss, handover frequency, etc.
Potential ML algorithms: supervised learning, unsupervised learning
· Use case 3: Traffic Load Prediction
Justification: Predict traffic in order to assist network and UE performance optimization and resource allocation, such as adapting the RRM control to diverse scenarios and optimization objectives.
Input: measurement reports (RSRP/RSRQ/CQI) for serving and neighboring cells, cell load statistics, UE performance statistics, etc.
Output: predicted traffic load in near term
Potential ML algorithm: unsupervised learning 
· Use case 4: Positioning
Justification: Provide accurate positioning location and predict UE’s mobility movement
Input: RSRP/RSTD measurement, prediction error, etc
Output: location of certain UE
Potential ML algorithm: supervised learning, unsupervised learning, reinforcement learning
· Use case 5: Traffic Steering
Justification: Load balancing and QoS (latency, reliability) enhancement
Input: measurement reports (RSRP/RSRQ/CQI) for serving and neighboring cells, cell load statistics, QoS flow performance statistics (latency, packet loss rate), etc.
Output: trigger handover, dual-connectivity or carrier aggregation.
Potential ML algorithm: supervised learning, reinforcement learning
· Use case 6: IAB Topology Formation
Justification: Load balancing and QoS (latency, reliability) enhancement, coverage enhancement.
Input: MT measurement reports (RSRP/RSRQ/CQI) for serving and neighboring cells (donor or other IAB-nodes), cell load statistics (donor and IAB nodes), QoS flow performance statistics (latency, packet loss rate), etc.
Output: trigger IAB topology update (handover, dual-connectivity).
Potential ML algorithm: supervised learning, reinforcement learning
Delay sensitive use cases
Delay sensitive user cases require decision making in real time (around one slot). Decision making of such use case normally takes place in gNB-DU. OAM may not be efficient to support real-time decision making, thus gNB-DU can perform decision-making for such scenario. Considering high computation complexity of ML training, it is also possible gNB-DU is only responsible for ML inference, and ML training is located either in gNB-CU or OAM. 
· Use case 7: Channel estimation
Justification: Reduce physical layer channel estimation complexity
Input: historical channel matrix
Output: predicted channel matrix
Potential ML algorithm: supervised learning, unsupervised learning
· Use case 8: Link adaption
Justification: provide more accurate MCS and modulation scheme in order to improve BLER
Input: historical channel matrix, reported CQI and MCS, SNR and BLER
Output: predicted modulation scheme and MCS to certain UE
Potential ML algorithm: supervised learning, unsupervised learning
· Use case 9: Beam management
Justification: reduce beam failure rate, provide more accurate beam tracking in order to improve SNR
Input: serving cell and neighbor cell RSRP with time traces of UE-side beam direction, UE mobility and optionally UE orientation information
Output: predicted beam direction for certain UE
Potential ML algorithm: supervised learning, unsupervised learning, reinforcement learning
· Use case 10: User selection for MU-MIMO scheduling
Justification: reduce complexity (considering correlation and interference between users) in real-time user selection and resource allocation under massive MIMO 
Input: historical channel matrix, throughput, reported CQI, etc.
Output: predicted modulation scheme and MCS to certain UE
Potential ML algorithm: reinforcement learning
<--------------------------------------------End of text proposal--------------------------------------------->
Proposal 1: Adopt above proposed context as the baseline for TP of AI/ML Algorithm Concept, AI/ML Framework Concept, and AI-enabled NG-RAN use cases, data requirement and benefit.
Conclusion
In this contribution, we propose TP for AI/ML Algorithm Concept, AI/ML Framework Concept, and AI-enabled NG-RAN use cases, data requirement and benefit, as part of output TR of this SI.
We propose the following:
Proposal 1: include in the TR the definitions of three types of AI/ML algorithms: supervised learning, unsupervised learning and reinforcement learning.
Proposal 2: include in the TR the definitions of AI/ML frameworks: centralized learning, federated learning and distributed learning.
Proposal 3: include in the TR the definitions two categories of AI-enabled NG-RAN use cases: delay insensitive use case and delay sensitive use case.
Proposal 4: adopt the TP provided above for inclusion in the TR.

Proposal 1: Adopt above proposed context as the baseline for TP of AI/ML Algorithm Concept, AI/ML Framework Concept, and AI-enabled NG-RAN use cases, data requirement and benefit.
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