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Introduction
In the RAN#88-e meeting, a new “Study on further enhancement for data collection” study item was approved with the following objectives are captured in this SI[1]:
	a) [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
b) [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
c) Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.


The said study will look into the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples, etc. Expected output from this SI shall be captured in a TR (no TR number has been allocated yet).
In this contribution, we propose the following table of contents for the TR skeleton on “Study on further enhancement for data collection”.
Discussion
While it is the first time that Artificial Intelligence (AI) and Machine Learning (ML) are introduced and discussed in 3GPP RAN, the AI/ML concepts and algorithms have been widely discussed elsewhere (academia and industry). Some of the most important concepts are:
· supervised learning
· unsupervised learning
· reinforcement learning
· federated learning 
In this study item, we think it would be good to have a common understanding in RAN3 on the above concepts, hence we propose “AI/ML Algorithm Concepts” as one of the chapters in this TR.
Before we discuss how the AI/ML algorithms listed above can adopted in wireless requires to consider its deployment model/framework suitable for the current NG-RAN architecture, we should start from basic definitions of these concepts and algorithms. “AI/ML Framework Concepts” provides framework concepts that can be considered deployed on existing NG-RAN architecture. We further propose to start the discussion fromm the  following three AI/ML framework conceptsdefinitions:
· Centralized Learning
Centralized learning refers to an AI/ML model which requires all training data collected by different nodes in RAN reporting to be reported to a centralized node, for example, gNB-CU or gNB-DU. In centralized learning, all data resource/storage/training for supervised learning/unsupervised learning/reinforcement learning are centralized in a single node.
· Federated Learning
Federated learning refers to a decentralized model, it brings AI/ML models  to the data source, rather than bringing the data to the model. It allows the local nodes/individual devices to collect data and train their own copy of the model, thus no need to report source data to the centralized node. In federated learning, only parameters/weights of AI/ML model need to be sent back to the centralized node to assist generic model training.
· Distributed Learning
Distributed learning refers to the concept in which machine learning processes have been scaled out and deployed across a cluster of nodes. The training model is split up and shared among multiple simultaneously working nodes, in order to speed up model training.
Proposal 1: include a chapter on “AI/ML Algorithm Concepts” in the TR, with definitions of centralized, federated and distributed learning. 
One of the objectives in this study item is to identify use cases for AI/MLand study standardization impacts, therefore “Use Ccases and Requirements” section should be also included in this TR in order to understand use case deployment scenario and capture their requirement to input/output data collection.
Proposal 2: include a chapter on “Use Cases and Requirements” in the TR.
The proposed “AI-enabled NG-RAN Procedures” TR chapter can capture the study description ofn AI/ML impact on the node or function in current NG-RAN architecture, address how AI/ML functionality/components, such as data storage, training, inference, can be modelled within current NG-RAN architecture. It can also study describe the interaction between AI/ML model and NG-RAN.
Proposal 3: include a chapter on “AI-enabled NG-RAN Procedures” in the TR.
The proposed “AI impact on NG-RAN interfaces and functions” TR chapter will contain studies of AI/ML impact on collecting/providing input/output data on existing NG-RAN interfaces and functions. 
Proposal 4: include a chapter on “AI impact on NG-RAN interfaces and functions” in the TR.
As Federated ML (which is very relevant to at least some use cases under study) is rather different from other ML models, we further propose to discuss following three AI/ML models:
· Centralized AI/ML Model
An AI/ML model with centralized learning on current NG-RAN architecture
· Federated AI/ML Model
An AI/ML model with federated learning on current NG-RAN architecture 
· Distributed AI/ML Model
An AI/ML model with distributed learning on current NG-RAN architecture

Considering the difference of above two models on procedure and interface/function impact, centralized AI/ML model and federated AI/ML model should be separately discussed in AI-enabled NG-RAN Procedures” and “AI impact on NG-RAN interfaces and functions”.
A TP for the [yet to be allocated] TR is provided below.
Proposal 5: Adopt the proposed TP for inclusion in TR ab.xyz “Study on further enhancement for data collection”.

Text Proposal to TR “Study on further enhancement for data collection”
Based on the understanding of SI objectives, the table of contents is proposed as below:
<-------------------------------------------Start of text proposal--------------------------------------------->
1. Scope
1. References
1. Definitions of terms and abbreviations
2.1     Terms
2.2     Abbreviations
1. Introduction
1. Architecture Assumptions
1. AI/ML Algorithm Concepts
5.1     Supervised learning
5.2     Unsupervised learning
5.3     Reinforcement learning
1. AI/ML Framework Concepts
6.1     Centralized learning
· Centralized Learning
Centralized learning refers to an AI/ML model which requires all training data collected by different nodes in RAN reporting to a centralized node, for example, gNB-CU or gNB-DU. In this model, all data resource/storage/training for supervised learning/unsupervised learning/reinforcement learning are centralized in a single node.
6.2     Federated learning
· Federated Learning
Federated learning refers to a decentralized model, it brings AI/ML models to the data source, rather than bringing the data to the model. It allows the local nodes/individual devices to collect data and train their own copy of the model, thus no need to report source data to the centralized node. In this model, only parameters/weights of AI/ML model need to be sent back to the centralized node to assist generic model training. 
Distributed learning
· Distributed Learning
Distributed learning refers to the concept in which machine learning processes have been scaled out and deployed across a cluster of nodes. The training model is split up and shared among multiple simultaneously working nodes, in order to speed up model training.
1. Use cases and Requirements
Use case 1
7.1.1 Description
7.1.2 Deployment Scenarios
7.1.3 Requirement
7.1.4 Expected Input/output data
Use case 2
7.1.5 Description
7.1.6 Deployment Scenarios
7.1.7 Requirement
7.1.8 Expected Input/output data
1. AI-enabled NG-RAN Procedures
Centralized AI/ML Model
· Centralized AI/ML Model
An AI/ML model with centralized learning on current NG-RAN architecture
Federated AI/ML Model
· Federated AI/ML Model
An AI/ML model with federated learning on current NG-RAN architecture 
Distributed AI/ML Model
· Distributed AI/ML Model
An AI/ML model with distributed learning on current NG-RAN architecture
1. AI Impact on NG-RAN Interfaces and Functions 
Centralized AI/ML Model
Federated AI/ML Model
Distributed AI/ML Model

<--------------------------------------------End of text proposal--------------------------------------------->
Proposal 1: Adopt above proposed table of contents as the baseline table of contents for TR ab.xyz “Study on further enhancement for data collection”.
1. Conclusion
In this contribution, we proposed the table of contents as skeleton to output TR of this SI. 
We propose the following:
Proposal 1: include a chapter on “AI/ML Algorithm Concepts” in the TR, with definitions of centralized, federated and distributed learning. 
Proposal 2: include a chapter on “Use Cases and Requirements” in the TR.
Proposal 3: include a chapter on “AI-enabled NG-RAN Procedures” in the TR.
Proposal 4: include a chapter on “AI impact on NG-RAN interfaces and functions” in the TR.
Proposal 5: Adopt the proposed TP for inclusion in TR ab.xyz “Study on further enhancement for data collection”.

Proposal 1: Adopt above proposed table of contents as the baseline table of contents for TR ab.xyz “Study on further enhancement for data collection”.
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