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1. Introduction
Service continuity of MBS services during handover has been discussed in SA2, RAN2 and RAN3, and companies have been working out with various solutions aiming to minimise data loss if possible. The first consensus seems on data forwarding between the source gNB and the target gNB, which is mentioned in many solutions depicted in SA2’s TR 23.757.
However, there are still one fundamental issue waiting to be aligned.
During the meeting RAN3 #109-e, a few companies provided some excellent analyses over how to minimise data loss during inter-gNB handovers, and concluded with e.g. “The sequence numbers for the same MBS packet received by different gNBs should be aligned” [1][2]. In this paper we call this mechanism “UP Count Sync” for convenience.
But at the same time, one company observed that such mechanism may not be available since gNBs may start MB-N3 reception when the MBS service is already on-going at some other gNBs, as agreed by all companies in all WGs [3]. We found that this problem can be critical upon the following working assumption made in the meeting RAN3 #109-e:
WA pending SA2 progress (to progress discussion in RAN3):
- One or more QoS flows may be used within a single MBS session
- Each MB QoS flow belongs to one MBS Session
- Each MB QoS flow is associated with a QoS profile
- NR MBS supports both GBR and non-GBR QoS
- One Shared NG-U tunnel is used per MBS session.
In this contribution, we will analyse this issue and provide three potential solutions, all aiming to minimise data loss during inter-gNB handovers if the flow-to-RB mapping in the source gNB and the target gNB is the same:
· Option 1: to use per-MRB N3 count for UP Count Sync;
· Option 2: to use per-QoS-flow N3 count for UP Count Sync;
· Option 3: no UP Count Sync between gNBs, to use a “start marker” to deduce the UP Count offset during handover.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Difficulty on UP Count Sync
Please imagine the following scenario:
The network is providing a MBS service with a relatively high service continuity demand, e.g. providing some critical information toward vehicles. At first there is only one UE receiving this MBS service, but later more and more UEs join. In order to minimise resource consumption, a gNB only starts to receive MBS packets from MB-N3 tunnel upon the first UE it serves requests the reception.


Figure 1: Why we cannot rely on Xn to sync the UP Count.
The first gNBs starting to deliver the MBS service, each upon a request by a UE entering RRC_CONNECTED, could be physically distant from one another, and thus no direct Xn interface is available, nor is any method by Uu. As the result, these gNBs have no idea on how to synchronise the UP Counts, unless further optimisation over MB-N3.
Observation 1: Xn interface is not reliable to get UP count synchronised.
But optimisation over MB-N3 is neither easy at all.
It was once proposed that we can add a count value in the TNL for each MBS packet delivered over MB-N3. However one working assumption made in the meeting RAN3 #109-e invalidated such optimisation:
- One or more QoS flows may be used within a single MBS session
Assume that the MBS service is delivered by an MBS session, and the MBS session comprises of three QoS flows: flow R, flow G, and flow B. The QoS parameters of flow R and flow G are so similar that a majority of gNBs decides to map them into MRB#1, while flow B is mapped toward MRB#2. For convenience, we name the packets of these three flows as R000, R001, R002…, G000, G001, G002…, B000, B001, B002… respectively.
Now the UPF starts to deliver MBS packets. Since these three flows belong to one MBS session and thus only one tunnel is established, it numbers the packets altogether regardless of which flow they belong to. gNB1 starts to receive at the beginning, and numbers the PDCP packets from #0.
At some time later, gNB2 joins. Now the UPF has already delivered 20 flow R packets, 50 flow G packets and 100 flow B packets toward gNB1, pushing the next N3 TNL count toward #170. At the same time, the PDCP count of MRB#1 (flow R + flow G) arrives at 70, while the one of MRB#2 (flow B) arrives at 100.
And then, gNB2 receives a packet from the UPF with an MB-N3 count of #170, and from the QFI it knows that it belongs to flow B. Can gNB2 deduce that it should assign a PDCP count of #100 for this packet from the MB-N3 count of #170? No.


[bookmark: _Ref53151345]Figure 2: Why per-session N3 count does not help either.
Observation 2: Per-session N3 counts do not help for UP count sync.
2.2. Option 1: Get sync by per-MRB N3 count
The most straightforward solution to get the PDCP count synchronised is to introduce a concept of “QoS flow group” over the (MB-) N3 interface, with each QoS flow group corresponds to an MRB. Every packets delivered over (MB-)N3 is tagged with a count of the granularity of QoS flow group, whose value is identical to the PDCP count the NG-RAN will assign for it.
Providing per-QoS-flow-goup counts over (MB-)N3 does not naturally means it should be the core network’s which decides the QoS-flow-to-MRB mapping. In fact we can still make the NG-RAN to take such decision, and provides the grouping information back toward the core network by N2 uplink message, such as the response message for the CN-triggered elementary procedure to establish an MBS context in the NG-RAN, or the initial message for the RAN-triggered elementary procedure.


Figure 3: Option 1: Core network tagging packets with per-QoS-flow-goup counts upon NG-RAN’s request.
Observation 3: The core network can tag DL MBS packets with per-QoS-flow-group counts, if the gNB provides the grouping information toward the core network upon MBS context establishment, with each group corresponds to an MRB. This solution is referred to “Option 1” hereon for convenience.
2.3. Option 2: Get sync by per-QoS-flow N3 SN
Another possible solution to get the PDCP count synchronised is to use the per-QoS-flow “Sequence Numbers” contained in the N3 packet headers:
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	QMP
	SNP
	Spare
	1

	PPP
	RQI
	QoS Flow Identifier 
	1

	PPI
	Spare
	0 or 1

	DL Sending Time Stamp
	0 or 8

	DL QFI Sequence Number
	0 or 3

	Padding 
	0-3


Figure 4: N3 header format “DL PDU SESSION INFORMATION”, i.e. Figure 5.5.2.1-1 in TS 38.415.
These Sequence Numbers were initially introduced for delivery reliability, i.e. when duplicating packets in different N3 tunnels, the receiving side can eliminate the duplication based on the Sequence Numbers. Nevertheless, here we can reuse them to generate the PDCP Count.
For the case that one MRB contains only one QoS flow, the case is simple. The gNB only need to remember the N3 count when receives a packet from the (MB-)N3 tunnel, and to copy it as the PDCP count when processing this very packet at the PDCP layer.
For the case that one MRB contains multiple QoS flows, the case is a little bit complicated. Please consider the case that flow R and flow G are both mapped to MRB#1 (as shown in Figure 2).
Assume that the UPF has already sent R000–R019 and G000–G049, i.e. 70 packets which will be mapped into MRB#1, and the next packet is G050. When any gNB receives G050, it should obviously set its PDCP count as 70, which also equals to the sum of the N3 SN of this packet and the N3 SN of the next expected packet of flow R.


Figure 5: Option 2: PDCP count equals to the sum of N3 Sequence Numbers.
Observation 4: PDCP count of an MRB can be synchronised by adding up every per-QoS-flow N3 Sequence Number of each QoS flow which is mapped to this MRB. This solution is referred to “Option 2” hereon for convenience.
Nevertheless, if this gNB just joins and does not know the N3 SN of the next expected packet of flow R, it cannot deduce the correct PDCP count to be assigned. Consider the possibility that the “first” packet of flow R may come very late, e.g. after the arrival of 100 flow G packets, the gNB may be forced to discard all of these 100 flow G packets as it does not know what PDCP count to assign for them. Some further enhancement might be helpful, e.g. the UPF can send a “SYNC” PDU, containing the “next” N3 QFI SN for each QoS flow, toward the gNB which just start (MB-)N3 receiving.
Observation 5: If Option 2 is adopted, the UPF may need to send a PDU containing the “next” N3 QFI SN for each QoS flow, toward the gNB which just joins an MBS session, in order to prevent data loss.
2.4. Option 3: No sync, start marker instead
Another solution is not to sync the UP count, but to use a method similar to conventional unicast in 5G network.
When two gNBs providing the same MBS service, and using the same QoS-flow-to-MRB mapping, there may be a constant PDCP count “offset” between them.
For example, gNB1 begins to deliver MBS packets when the UPF sends the packet B000. As PDCP count always starts from 0, gNB1 associates COUNT=0 with the packet B000, COUNT=1 with the packet B001, etc.
Later gNB2 joins and begins to deliver MBS packets when the UPF sends the packet B100, and associates COUNT=0 with the packet B100, COUNT=1 with the packet B101, etc. On the other side, the gNB1 associates COUNT=100 with the packet B100, COUNT=101 with the packet B101, etc. As a result, for any PDCP packet of this MRB, there is a constant offset “100” between the PDCP Counts assigned by the two gNBs.
Observation 6: Without UP count sync, the difference between the PDCP count values assigned by two gNBs for the same N3 packet is expected to be constant as long as the QoS-flow-to-MRB mapping is identical between the two gNBs. For convenience we refer this difference “PDCP count offset” hereon.
When a UE is handed over between gNB1 and gNB2, the NG-RAN can provide some information toward the UE to handle such count offset. It can be either the offset “100” itself (upon which the UE shall add or deduct the “100” for every packet in its PDCP reassembling buffer as well as the status variations), or two separate count values, one indicates the end of reception of the old path (all received packets with a higher count value should be discarded), and another indicates the start of the new path (all received packets with a lower count value should be discarded). Down-selection between these two alternatives is out of RAN3’s scope.
What is within RAN3’s scope is: how can the NG-RAN get aware that the offset is 100? The solution is not complex anyhow.
During handover, loss-less delivery is guaranteed by the “end marker” mechanism: the UPF stops sending packets toward the source gNB, followed by an “end marker” per PDU session, and then starts to send the next packets toward the target gNB. The source gNB forms PDCP packets along with SN based on data packets, and forwards them toward the target gNB in the corresponding per-DRB tunnel(s). When all data packets have been successfully forwarded, the source gNB sends an end marker for each per-DRB tunnel. Based on the per-DRB end marker, the target gNB can understand that these data packets are the last ones with PDCP count assigned by the source gNB, and the next packet received from the UPF is the next packet to the last one received from the source gNB, and thus should be assigned with the next PDCP count value.
Now for MBS service, a similar approach can be used:
The UPF sends a per-UE “marker” (per-UE end marker is already well discussed in TR 23.757 and the technical detail to realise it should be pending SA2) toward both the source gNB and the target gNB, inserted after the data packets with the same content.
The source gNB then treats this marker as an “end marker” for this UE, while the target gNB treats it as a “start marker”. The source gNB forwards only the data packets received before this “end marker”, with PDCP counts assigned. Here we assume that the PDCP count value of the last forwarded packet for a given radio bearer is (Nsource−1).
On the other side, the target gNB treats this marker as a “start marker” for this UE. Since the target gNB is already providing this MBS service to other UEs, it cannot adjust the PDCP count for this UE, or otherwise service continuity for other UEs cannot be guaranteed. We assume that the first packet mapped to this given radio bearer and received after this “start marker” is assigned with a PDCP count of Ntarget. The abovementioned “offset” is thus (Ntarget−Nsource).
When the target gNB receives all the packets forwarded from the source gNB, it can get aware of the value of Nsource, and thus the value of “offset”. It can then inform the UE by some means, e.g. by sending the value (Ntarget−Nsource) itself, or sending the value of Nsource and Ntarget separately.


Figure 6: Option 3: Use “start marker” to deduce UP count “offset” between gNBs.
Observation 7: Without UP count sync, the target gNB during a handover of a given UE can get aware of the value of the PDCP count offset by receiving a “start marker” from the UPF and receiving the conventional per-radio-bearer forwarded user data from the source gNB. Then the target gNB can provide this offset toward the UE in order to minimise data loss (e.g. to eliminate duplication). This solution is referred to “Option 3” hereon for convenience.
2.5. Evaluation of the three options
Among the three options provided above, each one has its own pros and cons.
Impact on the core network
The option with the least impact on the core network is Option 3, where the only enhancement is that the core network should provide not only a per-UE “end marker” toward the source gNB, but also a per-UE “start marker” toward the target gNB. If IP multicast is used, these two markers can be put into one packet, with both the UE ID used in the source gNB indicating which UE to “end” and the UE ID used in the target gNB indicating which UE to “start”. Considering the per-UE “end marker” itself is a new feature and likely to be introduced by SA2, it will not be a big issue to add such symmetrical information.
Option 2’s impact is only a little greater. Upon the time when a gNB joins an MBS session, the UPF may need to send a PDU containing the “next N3 SN” for all the QoS flows within this MBS session, or otherwise the “new” gNB cannot assign the correct PDCP count for DL packets until at least one DL packet is received for every QoS flows which are mapped to the same MRB.
Option 1’s impact, on the other side, is quite enormous. The core network needs to be aware of the QoS-flow-to-MRB mapping and deliver it between core network entities (especially over the N4 interface), and the UPF has to deliver different versions of DL packets (i.e. tagged with different counts) toward the gNBs over (MB-)N3 interfaces as long as these gNBs employs different QoS-flow-to-DRB mapping. Both changes are nothing like the mechanism used in conventional unicast service. In addition, IP multicast is hard to apply for this option as well.
Impact on Uu
Neither Option 1 nor Option 2 has any impact over Uu, as from the perspective of UE the UP count is synchronised among gNBs and thus can be handled similar to unicast.
On the other side, Option 3 has some impact: the gNB should tell the UE how to “offset” the UP counts during handover.
Unified solution as “handover toward MBS-supporting gNB”
How to minimise data loss during handover from non-MBS-supporting gNB toward MBS-supporting gNB is also a valid issue.
Both Option 1 and Option 2 rely on UP count sync, but we cannot expect a non-MBS-supporting gNB has UP counts synchronised to MBS-supporting gNBs. As the result, Option 1 and Option 2 cannot be reused for handover from non-MBS-supporting gNB toward MBS-supporting gNB.
Option 3, on the other side, does not rely on UP count sync, and thus can be reused for handover from non-MBS-supporting gNB toward MBS-supporting gNB. The technical detail of such reuse is out of the scope of this document and is discussed in a separate document [4].
For handover from MBS-supporting gNB toward non-MBS-supporting gNB, a method similar to conventional unicast handover can be reused to minimise data loss regardless of which options raised here is selected. Technical detail can be seed in [5].
Summary
A summary of the abovementioned evaluation is shown in Table 1:
[bookmark: _Ref53480536]Table 1: Comparison among service continuity options
	Aspect
	Option 1
	Option 2
	Option 3

	Impact on the core network
	Major impact, difficult to apply IP multicast.
	Minor impact, new PDU over N3 needed for sync.
	Minor impact, N3 start markers needed, but can be handled together with per-UE end markers.

	Impact on Uu
	No impact.
	No impact.
	Major impact, UE needs to perform PDCP count offset.

	Unified solution with “handover from non-MBS-supporting gNB toward MBS-supporting gNB”
	Cannot be reused for handover from non-MBS-supporting gNB toward MBS-supporting gNB.
	Cannot be reused for handover from non-MBS-supporting gNB toward MBS-supporting gNB.
	Can be reused for handover from non-MBS-supporting gNB toward MBS-supporting gNB.



Observation 8: Each option has its own pros and cons, and has impact to either the core network or the UE.
Proposal: We propose RAN3 to analyse and evaluate the three options raised here, and if needed, send an LS to other WGs to ask for their opinion.
3. Conclusion
Observation 1: Xn interface is not reliable to get UP count synchronised.
Observation 2: Per-session N3 counts do not help for UP count sync.
Observation 3: The core network can tag DL MBS packets with per-QoS-flow-group counts, if the gNB provides the grouping information toward the core network upon MBS context establishment, with each group corresponds to an MRB. This solution is referred to “Option 1” hereon for convenience.
Observation 4: PDCP count of an MRB can be synchronised by adding up every per-QoS-flow N3 Sequence Number of each QoS flow which is mapped to this MRB. This solution is referred to “Option 2” hereon for convenience.
Observation 5: If Option 2 is adopted, the UPF may need to send a PDU containing the “next” N3 QFI SN for each QoS flow, toward the gNB which just joins an MBS session, in order to prevent data loss.
Observation 6: Without UP count sync, the difference between the PDCP count values assigned by two gNBs for the same N3 packet is expected to be constant as long as the QoS-flow-to-MRB mapping is identical between the two gNBs. For convenience we refer this difference “PDCP count offset” hereon.
Observation 7: Without UP count sync, the target gNB during a handover of a given UE can get aware of the value of the PDCP count offset by receiving a “start marker” from the UPF and receiving the conventional per-radio-bearer forwarded user data from the source gNB. Then the target gNB can provide this offset toward the UE in order to minimise data loss (e.g. to eliminate duplication). This solution is referred to “Option 3” hereon for convenience.
Observation 8: Each option has its own pros and cons, and has impact to either the core network or the UE.
Proposal: We propose RAN3 to analyse and evaluate the three options raised here, and if needed, send an LS to other WGs to ask for their opinion.
Based on the proposal, we draft an LS toward RAN2 and SA2 [6], and a TP on TS 38.300 describing the three options [7]. The signalling flows for these three options can also be found in the TP to help understanding.
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