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1. Introduction
As the agreement in RAN3 109-e meeting,
Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).
The improvements to DDDS can be further discussed in RAN3 110-e meeting. In this document, we analyse the packet marking, highest PDCP SN received from parent node, receiving data rate and received data volume, respectively.
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2.1 Packet Marking
For the congestion occurs in the access node, the current DDDS based flow control can reuse for IAB node. However, for the congestion occurs in the intermediate nodes, the DDDS is not workable. Because there are no IP layer, UDP layer and GTP-U layer at intermediate nodes. If the BAP indication is introduced to feedback congestion rather than DDDS, the security cannot be guaranteed without IP sec encryption. Furthermore, the DDDS is sent to CU per BH RLC in current spec. When one BH RLC channel including more than one DRB, and at least two of them have different destination of CU-UP in N: 1 mapping, the DDDS cannot accurately feedback to the corresponding CU-UP [1].
The solution is that adding the congestion indication in packet in BAP layer [2]. After packet delay over the threshold in congestion node, BAP layer will add the congestion indication in next packet. After the next packet arriving at the destination IAB node, the destination IAB node would read the BAP layer congestion indication and feedback it to CU by DDDS.  The delay threshold of adding indication may up to implement. To ensure BAP layer indication in packet can be sent to destination IAB node, packet marking should be added in all packets before the CU receive DDDS and mitigate congestion. 
One of problems is that this method may cause further delay for mitigation congestion, which may more suitable for the data packet with no time-sensitive. Congestion node cannot feedback the congestion indication to CU immediately, because it should send the packet with congestion indication to the destination IAB node firstly. The congestion situation may change when CU receive the congestion indication, especially for burst data.
Observation 1:  Packet marking is not time-sensitive.
[bookmark: _GoBack] The other problem is dead lock, intermediate node adds congestion indication in the packet in BAP layer, however, this packet may over the timer in buffer, which means that this packet cannot be send to the destination IAB node and start DDDS procedure. Intermediate node can add congestion indication in every over threshold packets, but maybe none of them can be sent to destination IAB node. 
Observation 2:  The packet with packet marking may not be sent to destination node due to congestion.
In order to address the problem that intermediate nodes cannot report DDDS to donor-CU, packet marking can be a solution. However, the intermediate node is a logical conception. Intermediate node also can be an access node for other UEs. Thus, the intermediate node can also report DDDS to donor-CU when congestion is occurred.
Observation 3: Intermediate node also can be an access node for other UEs. 
We understand the case that some congestion nodes do not have UE. Thus, the intermediate node cannot report DDDS to donor-CU when congestion is occurred. In our view, we don't need to introduce big changes in specifications in order to cover all corner cases. 
Proposal 1: Packet marking has not a significant benefit for DDDS in IAB. 
2.2 Highest PDCP SN Received From Parent Node
This mechanism needs both child node and parent node to send highest PDCP SN to CU. Then CU can accurately judge which link or IAB node congestion. If only one IAB node report DDDS to CU, CU would know the congestion occur between this IAB node and CU, but cannot indicate which IAB node exactly suffers congestion. Furthermore, CU has a lot of signalling to process when each access nodes send highest PDCP SN. There are a lot of different ways of permutations and combinations the received highest PDCP SN information. The complexity is obvious. 
Proposal 2: The complexity of highest PDCP SN received from parent node is high. 
2.3 Receiving Data Rate and Received Data Volume
The receiving data rate and received data volume of congestion node are useful for CU to identify the congestion status. If the sending data rate and receiving data rate are mismatched and the difference exceeds a threshold, the congestion would occur quickly [3]. The threshold of the difference value can up to implement. Moreover, the received data volume helps CU identify the in-flight data volume. If CU knows in-flight data volume is too much, CU can determine to reduce the rate of packet transmission. However, sending receiving data rate and received data volume to CU is able to prevent congestion rather than mitigate congestion. The ability of congestion indication is already included in current DDDS. The benefit of receiving data rate and received data volume is not clear. 
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3. Conclusion
Based on the discussion in this paper, we propose the following:
Observation 1:  Packet marking is not time-sensitive.
Observation 2:  The packet with packet marking may not be sent to destination node due to congestion.
Observation 3: Intermediate node also can be an access node for other UEs. 
Proposal 1: Packet marking has not a significant benefit for DDDS in IAB. 
Proposal 2: The complexity of highest PDCP SN received from parent node is high. 
Proposal 3: The benefit of receiving data rate and received data volume should be clarified further. 
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