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1. Introduction

In RAN3#109-e, two scenarios were defined in TR 38.832, and a set of solutions based on “slice re-mapping” was defined. This document considers scenario 1, and outlines alternative solutions not requiring re-mapping.
2. Scenarios
TR 38.802 includes two scenarios for service continuity i.e., slice resource shortage (inter/intra-RA) and non-supported slice., as depicted below
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Fig.1a: Slice Resource Shortage Scenarios
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Fig.1b: Slice not supported scenario

In particular for the first scenario, the current description states that 

“the UE’s ongoing slice(s) is/are supported by both the source and the target NG-RAN node. At the time of handover, the target node fails to accept the UE with at least one of the ongoing S-NSSAIs due to e.g. high slice-related load at the target node. Under such circumstance, the service(s) for failed ongoing slice(s) is/are interrupted for the UE.”

Note that this description speaks of “high slice-related load at the target node”. But slice-related load at the target node may consist of one or more aspects such as radio load, transport load, hardware load etc. Hence the problem may have different solutions depending on the nature of the congestion. Another aspect is whether the resource shortage clears within a very small timescale, or whether it is semi-static (e.g. due to expected busy hour of another service). In the following section we develop solutions to address these aspects.
2. Additional Solutions

2.1 Solution X: Slice resource re-partitioning
This solution is applicable to scenario 1. In this solution, the resource limits for a particular slice in the RAN are relaxed (possibly for a limited time period). This is applicable for resource types which have been hard-partitioned between slices, or where a limit per slice has been defined according to the SLA. For example, such an approach could be applied individually (or jointly) to the following:

· spectrum resource (e.g. slots, beams, carriers etc)

· transport resources (e.g. backhaul capacity)

· hardware resources (e.g. specific processors, processing load, intra-RAN logical nodes such as a gNB-CU-UP)

To solve this problem, the system can allow a slice to use another slice’s resources on a temporary basis i.e. making the partition soft. The RAN may allow such temporary overflow while keeping some form of accounting of resources used which may be used to modify the existing SLA, or provide reporting.
Re-partitioning policy may be configured in the RAN.

The solution may have impacts in metric collection and OAM requirements, but does not impact the core network or the UE.
2.2 Solution Y: Multi-carrier radio resource sharing

This solution is applicable to scenario 1 and has two variants described below. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:


[image: image3.emf]F1

Slice1

Cell 2

F2

Slice1+Slice2

Cell 1

RAN Node 1


Fig 2: RAN node supporting two layers
Two cases may occur:

Case 1: temporary resource shortage for a slice in a cell, and the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available. 

In above, this could be the case for slice 1 and F2 (or also slice 1 and F1).

The solution would consist of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes. This solution can be seen as fallback planning in the RAN.

Case 2: planned resource shortage for a slice in a cell for a period of time, and the RAN node hosts another cell with different frequency and overlapping coverage where the target slice is available. 

In above, this could be the case for slice 1 and F2 if there are no UP resources available for slice 1 in F2. This condition could apply during a “busy hour” for Slice 2 usage, where the RAN decides to reserve all UP resources of F2 to Slice 2. The RAN continues to declare support of Slice 1 regarding F2 (or associated TA) towards RAN neighbour nodes, or the Core Network.
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Fig 3: RAN node supporting two layers
 In this case, the solution also consists of setting up DC or CA using user plane resources of F1, for all UEs with slice 1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes.

An additional aspect of case 2 is that the RAN Node continues to declare support of Slice 1 in the TA of F2 (assuming for example that F1 and F2 are on different TAs) during the outage period. However actual support of Slice 1 depends on whether the UE supports F1. Then, in order to allow the CN to derive correctly the Allowed S-NSSAI, the AMF needs to be aware of whether the UE is able to operate in F1, and procedures are required to enable the AMF to obtain this information.

The solution has impacts on network planning, and (for case 2) requires a new RAN/CN interaction to check whether the UE may make use of all declared slices. The solution does not impact the UE or UE procedures.
A text proposal for solutions X and Y is contained in the Annex.

Proposal: Add the solutions described in the Annex to the TR 38.832.

3. Conclusions

In this document we revisited the scenarios for service continuity, and in particular scenario 1 (resource shortage for a slice). We have described two solutions that address this scenario and aim at both short-term and medium-term resource shortage. The solutions have limited system impact and do not break any of the established slicing principles in the 5GS.
Proposal: Add the solutions described in the Annex to the TR 38.832.

4. Text Proposal
6.2
Solutions 

Editor Note: Capture the solutions for the scenario and issue.

6.X Solution X: Slice resource re-partitioning

This solution is applicable to scenario 1. In this solution, the resource limits for a particular slice in the RAN are relaxed (possibly for a limited time period). This is applicable for resource types which have been hard-partitioned between slices, or where a limit per slice has been defined according to the SLA. For example, such an approach could be applied individually (or jointly) to the following:

· spectrum resource (e.g. slots, beams, carriers etc)

· transport resources (e.g. backhaul capacity)

· hardware resources (e.g. specific processors, processing load, intra-RAN logical nodes such as a gNB-CU-UP)

To solve this problem, the system can allow a slice to use another slice’s resources on a temporary basis i.e. making the partition soft. The RAN may allow such temporary overflow while keeping some form of accounting of resources used which may be used to modify the existing SLA, or provide reporting.

Re-partitioning policy may be configured in the RAN.

The solution may have impacts in metric collection and OAM requirements, but does not impact the core network or the UE.

6.Y Solution Y: Multi-carrier radio resource sharing

This solution is applicable to scenario 1 and has two variants described below. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:
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Fig 2: RAN node supporting two layers
Two cases may occur:

Case 1: temporary resource shortage for a slice in a cell, and the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available. 

In above, this could be the case for slice 1 and F2 (or also slice 1 and F1).

The solution would consist of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes. This solution can be seen as fallback planning in the RAN.
Case 2: planned resource shortage for a slice in a cell for a period of time, and the RAN node hosts another cell with different frequency and overlapping coverage where the target slice is available. 

In above, this could be the case for slice 1 and F2 if there are no UP resources available for slice 1 in F2. This condition could apply during a “busy hour” for Slice 2 usage, where the RAN decides to reserve all UP resources of F2 to Slice 2. The RAN continues to declare support of Slice 1 regarding F2 (or associated TA) towards RAN neighbour nodes, or the Core Network.
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Fig 3: RAN node supporting two layers
 In this case, the solution also consists of setting up DC or CA using user plane resources of F1, for all UEs with slice 1 PDU sessions. This action can be wholly decided by the RAN node, without referring to the CN or other nodes.

An additional aspect of case 2 is that the RAN Node continues to declare support of Slice 1 in the TA of F2 (assuming for example that F1 and F2 are on different TAs) during the outage period. However actual support of Slice 1 depends on whether the UE supports F1. Then, in order to allow the CN to derive correctly the Allowed S-NSSAI, the AMF needs to be aware of whether the UE is able to operate in F1, and procedures are required to enable the AMF to obtain this information.
The solution has impacts on network planning, and (for case 2) requires a new RAN/CN interaction to check whether the UE may make use of all declared slices. The solution does not impact the UE or UE procedures.
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