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In TSG RAN Meeting #109e, the following agreements have been achieved: 
	The following cases for inter-donor migration are studied
· IAB-MT is migrated between IAB-donors
· IAB-MT is simultaneously connected to two IAB-donors
· IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that won’t break F1 interface principles)
· IAB-MT performs RLF recovery at new IAB-donor

The migration mechanism should allow to migrate to another donor all or some.

We assume that all parent-child relations are retained at the new donor

UEs and IAB-MTs should not be forced into connection re-establishment in order to migrate to a new donor

The following information should be made available to the new donor:
1. Contexts of all involved UEs,
2. Contexts of all involved MTs,
3. Contexts of all involved DUs,
4. Backhaul and topology-related information,
5. IP address information

Current signaling is taken as baseline for inter-donor migration of UEs and IAB-MTs

As baseline, IAB-MT migration should use a separate procedure w.r.t. the migration of the co-located IAB-DU, the served UEs and the served MTs



This paper discusses procedures inter-donor topology adaptation where (1) the IAB-MT is simultaneously connected to two IAB-donors using NR-DC and (2) where the IAB-MT is migrated between IAB-donors using handover.
Discussion
Inter-donor Migration via NR-DC
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Figure 1: Load-balancing of F1-U traffic using inter-donor BH redundancy
The IAB-node may be dual-connected to two IAB-donors via NR-DC to perform load balancing 
In such a scenario, the IAB-node can either have a single F1-C termination point, or it can concurrently support F1-C associations with two separate IAB-donor-CUs, where the endpoint of each F1-C association on the IAB-node is referred to as a logical IAB-DU. 
Even if the IAB-node supports F1-C for two logical IAB-DUs, it may broadcast the NCIs of only one of these logical IAB-DUs on the air interface. In this case, all UEs and child-MTs of the dual-connected IAB-node are connected to the same the CU, which can be either the IAB-node’s MN or SN.
Similarly, a descendant IAB-node of a dual-connected IAB-node may broadcast the NCIs of only one logical IAB-DU on the air interface. In this case, the UEs and child-IAB-MTs of this descendant IAB-node are connected to the same CU, which can be either the dual-connected IAB-node’s MN or SN.
Proposal 1: All UEs and child-IAB-MTs of the dual-connected IAB-node or its descendent node may be connected to the same CU, which is either the dual-connected IAB-node’s MN or SN.
Figure 1a shows an example where the two UEs of a dual-connected IAB-node are connected to the MN (CU1) and Figure 1b shows an example where they are connected to the SN (CU2).
Even though all UEs of the dual-connected IAB-node are connected to the same CU, it is possible to perform load-balancing on the backhaul. Figure 1a and 1b show examples, where F1-U of UE1 is routed via the IAB-donor-DU of the MN, and F1-U of UE2 is routed via the IAB-donor-DU of the SN. For this purpose, F1-U of UE1 uses an IP address that is anchored in the IAB-donor-DU of the MN while F1-U of UE2 uses an IP address that is anchored in the IAB-donor-DU of the SN. These are the same IP routing principles as applied for load balancing of Rel-16 IAB-nodes that are dual-connected to one single IAB-donor-CU, as shown in Figure 1c.  
Proposal 2: For an IAB-node that is dual-connected with two IAB-donor-CUs, the UE-traffic with either MN or SN can be balanced between the MN’s and SN’s IAB-donor-DUs using the same IP routing principles as supported by Rel-16 IAB.
Sub-section 2.3 discusses a baseline procedure for the migration of individual F1-U tunnels between these two paths for the purpose of load balancing.
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Figure 2: Redundant F1-C connectivity using inter-donor BH redundancy
In analogue manner, each F1-C association can support redundant connectivity via the IAB-donor-DUs of MN and SN, as shown in Figure 2.
Proposal 3: For an IAB-node that is dual-connected with two IAB-donor-CUs, the F1-C association with either MN or SN can be redundantly routed via the MN’s and SN’s IAB-donor-DUs using the same IP routing principles as supported by Rel-16 IAB.
If the F1 traffic of one IAB-donor is routed via the other IAB-donor domain (e.g. F1-U for UE2 in Figure 1a), BAP routing across IAB-donor domains needs to be considered.
Proposal 4: RAN3 to discuss BAP routing across IAB-donor domains. 
Inter-donor Migration via HO
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Figure 3: Options for migration of IAB-MT3 and UE to IAB-donor-CU2
The IAB-node may be migrated between two IAB-donors via handover. Such a handover may be performed to provide robustness, e.g., in case the source parent-link becomes subject to fading. Before and after the migration procedure, all UEs and descendent nodes are connected to the same IAB-donor as the migrating IAB-node.
Figure 3 shows an example of the migration of IAB-node 3 and child UE from IAB-donor 1 to IAB-donor 2.
· In the initial stage, MT3 and UE are connected to IAB-donor-CU1. F1-U traffic for the UE flows on the source path.
· In the final stage, MT3 and UE are connected to IAB-donor-CU2. F1-U traffic for the UE flows on the target path.
In case of rapid shadowing on the backhaul link, it may be beneficial to migrate all UEs and descendant nodes together with the migrating IAB-node with short interruption time (purple arrow in Figure 3).
Proposal 5: For inter-donor IAB-node migration via handover, consider procedures where all UEs and descendent IAB-MTs are migrated together with short interruption time. 
Alternatively, it is possible to migrate UEs and descendent-node IAB-MTs gradually, i.e. via intermediate stages, where some UEs and descendent IAB-MTs are connected to a different IAB-donor than the migrating IAB-MT. The gradual migration might reduce a potential signaling storm, e.g., in case the sub-tree is large and many UEs and/or descendent nodes need to be migrated. The intermediate stages of such a gradual procedure should support traffic flow without packet loss. 
In Figure 3, two options are shown for such gradual inter-donor migration:
· Option 1 (orange arrow in Figure 3): MT3 connects to IAB-donor-CU2 and UE connects to IAB-donor-CU1. F1-U traffic for UE flows on the target path between source IAB-donor-CU1 and source logical IAB-DU3a on IAB-node 3. This is analogous to routing F1-U connection to MN over SCG path in NR-DC. In this option DU3 migration follows MT3 migration.
· Option 2 (pink arrow in Figure 3): MT3 connects to IAB-donor-CU1 and UE connects to IAB-donor-CU2. F1-U traffic for UE flows on the source path between target IAB-donor-CU2 and target logical IAB-DU3b on IAB-node 3. This is analogous to routing F1-U connection to SN over MCG path in NR-DC. In this option DU3 migration precedes MT3 migration.
Either option requires inter-domain BAP routing as discussed in the context of inter-donor dual connectivity in sub-section 2.1.
Proposal 6: For inter-donor IAB-node migration via handover, consider gradual procedures with intermediate stages, where UEs and descendent IAB-MTs are connected to a different IAB-donor than the migrating IAB-node-MT. 
Procedures
2.3.1 Inter-Donor Migration via NR-DC


Figure 4: Redirection of F1-U tunnel to SCG-path via IAB-donor-DU2 of second IAB-donor
Figure 4 shows an example of a procedure to redirect an F1-U tunnel terminated at IAB-donor-CU1 and associated with UE2 of Figure 1a from the MCG path that goes via IAB-donor-DU1 of the first IAB-donor to an SCG path that goes via donor-DU2 of the second IAB-donor.
0. IAB-MT3 connects to second parent IAB-DU2b using the SN addition procedure of 37.340, Section 10.2.2. IAB-node 3 may be allocated a second BAP address and TNL address by IAB-donor-CU2.
1. IAB-donor-CU1 provides QoS info to IAB-donor-CU2 for the F1-U tunnel to be redirected onto the SCG path to IAB-node 3.
2. IAB-donor-CU2 may configure a BAP route to carry the F1-U tunnel based on the received QoS info. This may include configuration of BH RLC CHs, routing entries and channel mappings at the nodes of the SCG path.
3. IAB-donor-CU2 provides QoS mapping info for the F1-U tunnel to IAB-donor-CU1. This may include a DSCP value and/or IPv6 Flow Label value.
4. IAB-donor-CU1 uses the QoS mapping info to set DSCP and/or flow label fields for the downlink IP packets that are transmitted from IAB-donor-CU1 to IAB-donor-DU2 through the F1-U tunnel.
5. The F1-U tunnel between IAB-donor-CU1 and IAB-DU3 is switched to use the new TNL address anchored at IAB-donor-DU2. 
Note that steps 1 and 3 require new signalling.
2.3.2	Inter-donor Migration via HO (Baseline)


Figure 5: Migration of IAB-MT3, IAB-DU3 and UE to second IAB-donor
Figure 5 shows an example for the topology in Figure 3, where IAB-MT3, IAB-DU3 and the UE are migrated from a first IAB-donor to a second IAB-donor using baseline signalling. Note that this procedure does not require new signalling messages. 
1. IAB-MT3 changes its attachment point from source parent IAB-DU1a to target parent IAB-DU2b using the Xn HO procedure of 38.401, Section 8.9.4. IAB-node 3 may be allocated a new BAP address and TNL address by IAB-donor-CU2.
2. IAB-donor-CU2 may configure a BAP route to carry MT3-associated traffic. This may include configuration of BH RLC CHs, routing entries and channel mappings at the nodes of the target path.
3. The F1-C connection between IAB-DU3a and IAB-donor-CU1 is switched to use the new TNL address anchored at donor-DU2 of the target path.
4. IAB-node 3 establishes a TNLA with IAB-donor-CU2 using the new TNL address anchored at donor-DU2 of the target path.
5. IAB-node 3 uses a new logical IAB-DU3b to configure an F1-C association with IAB-donor-CU2. The F1 Setup Request includes the new BAP address of IAB-MT3 for topology discovery.
6. IAB-donor-CU2 sends a UE Context Release message to IAB-donor-CU1 as part of the Xn HO of IAB-MT3 in step 1. IAB-donor-CU1 infers the success of the F1 setup between IAB-node 3 and IAB-donor-CU2.
7. UE switches from source logical IAB-DU3a to target logical IAB-DU3b using the Xn HO procedure of 38.401, Section 8.9.4. IAB-donor-CU1 may indicate the source cell ID in the HO Request message. The cells on source logical IAB-DU3a and target logical IAB-DU3b may use the same PCI but different NCIs. IAB-donor-CU1 sends the HO command message to the UE along the target path.
8. IAB-donor-CU2 may configure a BAP route to carry UE-associated traffic. This may include configuration of BH RLC CHs, routing entries and channel mappings at the nodes of the target path.
2.3.3	Inter-donor Migration via HO (Reduced Interruption)


Figure 6: Example for reconfiguration of the UE via source path before the handover of the migrating IAB-node
Figure 6 shows an enhancement of the topology adaptation procedure of Figure 5, where the HO command for the UE is delivered along the source path before the HO of the migrating IAB-node. The procedure reduces the interruption time for the UE since some signalling is conducted pre-emptively (i.e. F1-C establishment on target path and UE context handover preparations) while other steps are conducted concurrently (execution of UE handover, TNL migration, BAP route update for UE traffic).
1. IAB-node 3 establishes a TNLA with IAB-donor-CU2 using the TNL address anchored at donor-DU1 of the source path.
2. IAB-node 3 uses a new logical IAB-DU3b to configure an F1-C association with IAB-donor-CU2.
3. IAB-donor-CU1 initiates the Xn HO procedure of 38.401, Section 8.9.4 for the UE. IAB-donor-CU1 may indicate the source cell ID in the HO Request message. IAB-donor-CU1 sends the HO command to the serving source logical IAB-DU3a, which withholds the delivery of the RRC Reconfiguration message to the UE. IAB-DU3a acknowledges to IAB-donor-CU1 the reception of the RRC Reconfiguration message.
4. IAB-MT3 changes its attachment point from source parent IAB-DU1a to target parent IAB-DU2b using the Xn HO procedure of 38.401, Section 8.9.4. IAB-node 3 may be allocated a new BAP address and TNL address by IAB-donor-CU2.
5. IAB-donor-CU2 may configure a BAP route to carry MT3-associated traffic. This may include configuration of BH RLC CHs, routing entries and channel mappings at the nodes of the target path.
6. IAB-node 3 releases the HO command to the UE upon successful HO of IAB-MT3. The UE switches from source logical IAB-DU3a to target logical IAB-DU3b using the Xn HO procedure of 38.401, Section 8.9.4. The cells on source logical IAB-DU3a and target logical IAB-DU3b may use the same PCI but different NCIs.
7. The F1-C connection between IAB-DU3b and IAB-donor-CU2 is switched to use the new TNL address anchored at donor-DU2 of the target path. This step may be concurrently conducted with step 6 (indicated by including steps 7 and 8 into step 6 in Figure 6). The RRC Reconfiguration Complete message is forwarded by IAB-DU3b to IAB-donor-CU2 using F1-C signalling on the target path.
8. IAB-DU3b performs a gNB-DU configuration update and includes the new BAP address of IAB-MT3 for topology discovery. This step may be concurrently conducted with step 6.
9. IAB-donor-CU2 may configure a BAP route to carry UE-associated traffic. This may include configuration of BH RLC CHs, routing entries and channel mappings at the nodes of the target path.
Note that delaying the delivery of the HO command by IAB-node-3 to the UE requires additional specification.

2.3.4	Inter-donor Migration via HO (Gradual)


Figure 7: Example of gradual migration of IAB-MT3 and UE to IAB-donor-CU2
Figure 7 shows an example of a gradual topology adaptation procedure as per option 1 of Figure 3.
1-3. Refer to steps 1 to 3 of Figure 5 (baseline procedure for inter-donor migration via HO).
4.	Refer to steps 1 to 5 of Figure 4. Redirection of F1-U tunnel to target path is analogous to redirection of F1-U tunnel to SCG path in Figure 4 (inter-donor migration via NR-DC).
5-9. Refer to steps 4 to 8 of Figure 5 (baseline procedure for inter-donor migration via HO). 	
Note that the gradual migration reuses signalling from the NR-DC-based procedure. 	
Conclusion
This paper discussed procedures inter-donor topology adaptation where (1) the IAB-MT is simultaneously connected to two IAB-donors using NR-DC and (2) where the IAB-MT is migrated between IAB-donors using handover. The following proposals have been made:

Proposal 1: All UEs and child-IAB-MTs of the dual-connected IAB-node or its descendent node may be connected to the same CU, which is either the dual-connected IAB-node’s MN or SN.
Proposal 2: For an IAB-node that is dual-connected with two IAB-donor-CUs, the UE-traffic with either MN or SN can be balanced between the MN’s and SN’s IAB-donor-DUs using the same IP routing principles as supported by Rel-16 IAB.
Proposal 3: For an IAB-node that is dual-connected with two IAB-donor-CUs, the F1-C association with either MN or SN can be redundantly routed via the MN’s and SN’s IAB-donor-DUs using the same IP routing principles as supported by Rel-16 IAB.
Proposal 4: RAN3 to discuss BAP routing across IAB-donor domains.
Proposal 5: For inter-donor IAB-node migration via handover, consider procedures where all UEs and descendent IAB-MTs are migrated together with short interruption time.
Proposal 6: For inter-donor IAB-node migration via handover, consider gradual procedures with intermediate stages, where UEs and descendent IAB-MTs are connected to a different IAB-donor than the migrating IAB-node-MT.
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