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1 Introduction 
AI/ML is a great tool and a technical revolution to all kinds of areas. This is the first meeting that 3GPP RAN WGs officially discuss how to use AI/ML in 5G.
This paper proposes the framework for using AI/ML in 3GPP.
2 [bookmark: _Ref535308766][bookmark: _Ref535492080]AI/ML framework    
ORAN has been studying AI/ML for some time. Figure 1 shows the ORAN defined ML model life cycle [1]. Though we will not define RIC like new entity in R17, ORAN work is still a good reference.
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Figure 1: ORAN ML Model Life Cycle
The AI/ML is used in terms of ML model, like running an App. ML model is developed by ML designer. Then, the model is trained. Model training requires quite a lot of data. The training model is verified online and may be tuned by reinforcement training. The verified model is deployed and enters inference phase. In the model inference phase, the model outputs some policy for wireless communication optimization. The policy is enforced by NG-RAN. 
 Proposal 1: AI/ML includes following phases:
· Model design
which determines:
· Function 
· Input and output
· Model parameters (e.g. model type, NN layers, nodes, initial weights)
· Model training
which includes:
· Offline training
· Online verification, further training and model update
· Model inference
       which includes:
· Model deployment
· Deriving policy from model inference
· Dispatching and executing the policy.
The ML model is usually first offline trained. Offline training takes quite a lot of time, data and processing capability. Therefore, offline training should be performed outside of gNB based on data from MDT, SON, QoE, OAM.
Proposal 2: Offline ML model training is performed outside of gNB based on MDT, SON, QoE and OAM data.
Observation 3: Rich and easy accessible data is the base of ML model training.
3GPP AI/ML work should first ensure rich data is available for model training.
Proposal 3: Support access to data across all the data collection procedures for ML model training.
Proposal 4: Allow a single framework to access the data stored e.g., in the MCE, TCE, CU, DU.
Proposal 5: Support a coordination function for data registration, data query/discovery and data collection to enable the access for ML model training.
The ML model can run either inside RAN or outside of RAN, depending on the use cases. The two deployment scenarios have different impact to 3GPP standards. 
Proposal 6: For centralized model inference outside of NG-RAN, the model generated policy is sent to RAN. RAN3 to study whether to define new interface or enhance existing interfaces for the policy and configuration delivery.
Proposal 7: For distributed model inference inside NG-RAN, RAN3 to study the interface for the delivery of ML model and model generated policy/configuration to the related RAN nodes. 
3 Conclusions
[bookmark: _Hlk512894710]Based on the above discussion, we have following observations and proposals:
On overall frame
Proposal 1: AI/ML includes following phases:
· Model design
which determines:
· Function 
· Input and output
· Model parameters (e.g. model type, NN layers, nodes, initial weights)
· Model training
which includes:
· Offline training
· Online verification, further training and model update
· Model inference
       which includes:
· Model deployment
· Deriving policy from model inference
· Dispatching and executing the policy
On model training
Proposal 2: Offline ML model training is performed outside of gNB based on MDT, SON, QoE and OAM data
Observation 3: Rich and easy accessible data is the base of ML model training
Proposal 3: Support access to data across all the data collection procedures for ML model training
Proposal 4: Allow a single framework to access the data stored e.g., in the MCE, TCE, CU, DU
Proposal 5: Support a coordination function for data registration, data query/discovery and data collection to enable the access for ML model training
On model running/inference
Proposal 6: For centralized model inference outside of NG-RAN, the model generated policy is sent to RAN. RAN3 to study whether to define new interface or enhance existing interfaces for the policy and configuration delivery.
Proposal 7: For distributed model inference inside NG-RAN, RAN3 to study the interface for the delivery of ML model and model generated policy/configuration to the related RAN nodes. 
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