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1 Introduction
In RAN3#109e meeting, MRO solutions for SN Change failure scenarios were discussed and following agreements were reached:
	· In case of a PSCell change failure, when the MN is responsible for SCG mobility, the MN corrects own configuration (no new signaling towards the SN is needed).

· In case of a PSCell change failure, when the SN is responsible for SCG mobility, the MN forwards the SCGFailureInformation to the SN initiating the last PSCell change (or the last serving SN, in case of too late SN change).

· In case of an SCG failure that is a result of an SN-initiated PSCell change, the SN initiating the last PSCell change (or the last serving SN, in case of too late SN change) is responsible to derive the needed correction for its SCG mobility configuration.
· The definitions of SCG MRO failure events formulated in the TR 37.816 will be used, but it is FFS:

· if they shall apply to inter-SN change only or also to intra-SN PSCell change;

· If MN’s action is needed to declare SCG MRO failure event;

· To support pre-Rel-17 UE, in case of SCG failure, the MN shall be able to identify if the last PSCell change was initiated by itself or an SN, and which SN it was. Further enhancements may be based on enhanced SCG failure information provided from the UE.


During the last meeting, companies reached initial consensus on the definition of the SN Change failure and which node is responsible for the correction of SCG mobility configurations, but there are still some issues need further discussion, in this document we discussed the remaining issues for SN change failure and give our proposals.
2 Discussion
In the last RAN3 meeting, we have consensus on the MN’s role when MN-initiated PScell change failure occurs, but no consensus on which node should analyze the causes of the SN-initiated PSCell Change failure scenario. In this document, we focus on the MRO solutions on the SN-initiated PSCell Change failure, and we think both inter-SN change failure and intra-SN PScell change failure should be considered when discuss the MRO solutions. 

For SN initiated SN change failure, there are two methods for detecting SN change failure:

1) MN preform MRO analysis and send SN failure report to source SN.

2) MN send SN Change Failure Information carried the SCGfailureinformation received from the UE to the last serving SN then the last serving SN perform MRO analysis; 
· if the last serving SN is the source SN (i.e. too late handover), it should adjust the configuration based on the analysed result.

· if the last serving SN is the target SN, it should send SN failure report contained the analysed the result and the SCGfailureinformation to source SN, if there is no interface between target SN and source SN, the report should be send via MN.
It is obviously that option 2 need more message transmit among MN and SNs while option1 only introduce one new message transmit from MN to source SN. From our point of view, both option 1 and option 2 should be support. 
If only MN performs MRO analysis, it may add additional processing pressure to MN once the overload in MN is high. By supporting SN to perform MRO analysis, the processing pressure on the MN side can be reduce to a certain degree. RAN3 can specify both MN and SN to perform MRO analysis and let the network implementation to decide which node perform root cause analysis when a SN-initiated SN change failure occurs. For example, when MN has low load and powerful storage capacity, the MN will perform MRO analysis and send the SN failure report to source SN; when MN’s memory is small and the load is large, the MN will send necessary information and SN Change Failure indication to SN, the SN which receives the SN Change Failure indication should perform the MRO analysis.

Proposal 1: For SN-initiated SN Change failure, both MN and SN can perform MRO analysis, it is up to network implementation to decide which node perform root cause analysis.

Proposal 2: New X2/Xn message such as SN failure report (MN to SN, SN to MN) and SN Change Failure Information (MN to SN) should be introduced. 
3 Conclusion
In this paper, we discussed the remaining issues for SN change failure optimization scenarios and give our proposals as below:
Proposal 1: For SN-initiated SN Change failure, both MN and SN can perform MRO analysis, it is up to network implementation to decide which node perform root cause analysis.

Proposal 2: New X2/Xn message such as SN failure report (MN to SN, SN to MN) and SN Change Failure Information (MN to SN) should be introduced. 
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