3GPP TSG-RAN WG3 #110-e
        R3-206002
2-12 November 2020

Online
Agenda item:
13.2.3 (Topology Redundancy)
Source:
Samsung
Title:
Discussion on inter-donor topology redundancy for IAB
Document for:
Discussion & Decision
1 Introduction
In last RAN3 meeting, the following agreements were achieved for topology redundancy in IAB. 

	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 


 In this contribution, we will address the above two scenarios. 
2 Discussions
As in [1], the following figures show the two above scenarios for inter-donor topology redundancy:
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Fig. 1 Inter-donor topology redundancy
Before we carry out technical analysis for the two scenarios, we may need identify the potential benefits first:
· Load balance: the dual-connected IAB node and its descendant nodes can transfer its data via two different routing paths through different donor nodes. In case that one path has congestion problem, another path can quickly take over its load; 

· BH link robustness: due to the fluctuation of FR2, the BH links may encounter radio link outage or even radio link failure. With the dual-connected IAB node, the link failure or radio link outage at the ascendant nodes of one path will not result in the service interruption since another path can continuously serve the IAB nodes. Meanwhile, the failed link can be recovered without interrupting the service to IAB nodes.   
· Reliability: the two separated paths can help the IAB donor CU use two different paths to transmit the data, e.g., the DRBs configured PDCP duplication can use different routing paths to transmit the duplicated packets.

With the above benefits, Rel-17 can support both scenarios. 

Proposal 1: Rel-17 can support 2 scenarios for topology redundancy: 1) the IAB is multi-connected with 2 Donors and 2) the IAB’s parent/ancestor node is multi-connected with 2 Donors.

To support two scenarios, the following issues should be considered:

· Dual connectivity setup of IAB-MT part of dual connected node

To achieve the above scenarios, the IAB-MT part should connects to two donor CUs. The legacy DC related procedures can be applied. However, since the IAB-MT part will use both MN and SN for F1 traffic transmission, the BH RLC CHs should be configured in both MCG and SCG. Thus, in the legacy DC related procedures, the BH RLC CH configuration for both MCG and SCG should be introduced
Proposal 2: to support topology redundancy via DC, the legacy DC procedure can be enhanced to consider BH RLC CH related configurations. 
· Address management at the dual-connected IAB node and its descendant nodes

Since those IAB nodes are served by two different legs which are managed by two different donor nodes, its BAP address and IP address should be assigned by two donor nodes separately. In this case, as shown in Fig. 1, the IAB node can have two BAP addresses, which are assigned by Donor 1 and Donor 2, respectively.  For IP address, IAB node has to be assigned two sets of IP addresses, each of which corresponds to two different donor DUs. 
Proposal 3: to support topology redundancy via DC, the BAP/IP address management should be enhanced. 
· F1 Setup 
Due to the principle that one DU should be connected to one CU, the dual-connected IAB nodes and its descendent nodes have to establish the F1 interface with one donor CU only. Thus, this brings the problem that which IAB donor CU is used for F1 Setup.  Since the dual-donor configuration happens when the load balance is needed, the dual-connected IAB node (i.e., IAB node 1 in Fig. 1) should already establish the F1 interface when it is in single connectivity state. In other words, when dual connectivity of its IAB-MT part is set up, the F1 interface has been set up with the master node, i.e., Donor 1-CU in Fig. 1.  Thus, it is natural to keep the F1 interface unchanged. 

Meanwhile, the F1 interface for the descendant nodes of the dual-connected IAB node should be discussed as well. Since the dual-connected node is connected to the master donor CU, the serving cells accessed by the descendant nodes are also belonging to the master node. Thus, when downloading the OAM configurations, the OAM will assign those descendant nodes to access the master node as well. On the other hand, a common donor CU for the dual-connected IAB node and its descendant nodes can facilitate the potential migration of all nodes.   
There may be a view considering to change the F1 interface to secondary node, i.e., Donor 2-CU in Fig. 2. Moreover, to increase the flexibility, some views may consider to allow the dual-connected IAB node and its descendant nodes establish F1 interface with different donors. However, the rationale behind this is unclear, and it may cause large impact to the specification (e.g., donor CU selection procedure, IAB node management over different donors, etc). Thus, we think we can delay such kind of flexibility until we identify the clear benefit. 
Proposal 4: to support topology redundancy via DC, the dual-connected IAB node and its descendant nodes establish F1 interface with master donor CU. The case that different nodes connect to different donor CUs are FFS till a clear benefit is identified.
· F1-C/F1-U traffic transmission

With the dual-connected IAB node, the F1-C/F1-U traffic can be transmitted via both legs for such node and its descendant nodes. Fig. 2 shows the traffic transmission paths.
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Fig. 2 F1-C/F1-U traffic transmission
In the figure, IAB donor CU1 and IAB donor CU2 are master node and secondary node, respectively. The F1 interface is established between the IAB donor CU 1 and IAB node 3. Except the path between IAB donor CU1 and IAB node 3, the F1-C/F1-U traffic can be conveyed over secondary path through the IAB-donor DU2. Different from the DC case, the traffic cannot be transmitted via the IAB donor CU2 due to the one CU constraint. Alternatively, the traffic can be transmitted via the BH RLC CHs configured by the IAB donor CU2, which are BH links between IAB donor DU2 and IAB node 3. In this case, the IAB donor CU2 is in charge of the Bearer mapping and routing configurations for the F1-C/F1-U traffic. Specifically, the IAB donor CU2 should configure:

· the mapping from IP layer to BAP layer at IAB donor DU2 for DL packets;

· the mapping from the ingress links to egress links at the intermediate nodes between IAB donor DU2 and IAB node3;

· the mapping from UP layer to BAP layer at IAB node 3 for UL packets;

In order to follow the mapping and routing configurations of IAB donor CU2, the IAB donor CU1 should be aware of those configurations since it needs do some configurations to the IAB node 3, e.g., UL traffic mapping at IAB node 3. Thus, the potential impacts may include:
· IAB donor CU1 ( IAB donor CU2: F1-U traffic information (e.g., DRB QoS, UL tunnel info., DL tunnel info., etc.) , F1-C traffic information (e.g., F1-C traffic type, SCTP association information, etc.)

· IAB donor CU2 ( IAB donor CU1: DSCP/Flow label setting for DL traffic, and UL BH mapping information for UL traffic

        Fig. 3 shows an example for F1-U traffic mapping configuration procedure. 
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Fig. 3 Signaling example for mapping configuration 
         Following the same method, the mapping configuration procedures can be also applied to the descendant nodes. 
Proposal 5: to support topology redundancy via DC, the mapping configuration enhancement can be considered between master donor CU and secondary donor CU. 
· Inter-donor migration via topology redundancy

The topology redundancy allows the traffic of one IAB node being served by BH links managed by two different donor CUs. If the Master node notices that most of the load is served by the BH links of secondary donor node, the inter-donor migration can be considered. Moreover, the secondary donor node already has some contexts of the IAB node, the migration procedure may be simplified. However, since we have not yet concluded the inter-donor migration procedure for single connectivity and the topology redundancy via two donor nodes, we can deprioritize this discussion at the later stage of Rel-17. 

Proposal 6: the inter-donor migration via topology redundancy can be deprioritized to the later stage of Rel-17. 
3 Conclusions
In this contribution, we discuss the topology redundancy and propose:
Proposal 1: Rel-17 can support 2 scenarios for topology redundancy: 1) the IAB is multi-connected with 2 Donors and 2) the IAB’s parent/ancestor node is multi-connected with 2 Donors.

Proposal 2: to support topology redundancy via DC, the legacy DC procedure can be enhanced to consider BH RLC CH related configurations. 
Proposal 3: to support topology redundancy via DC, the BAP/IP address management should be enhanced. 
Proposal 4: to support topology redundancy via DC, the dual-connected IAB node and its descendant nodes establish F1 interface with master donor CU. The case that different nodes connect to different donor CUs are FFS till a clear benefit is identified.
Proposal 5: to support topology redundancy via DC, the mapping configuration enhancement can be considered between master donor CU and secondary donor CU. 
Proposal 6: the inter-donor migration via topology redundancy can be deprioritized to the later stage of Rel-17. 
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