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1 Introduction
In last RAN3 meeting, the following agreement is achieved:

	Discuss mitigation of packet loss and reduction of unnecessary transmissions during IAB-node migration.


To address this issue, we need consider three possible scenarios: 1) intra-CU/intra-DU migration, 2) intra-CU/inter-DU migration, and 3) inter-CU migration. Since the inter-CU migration is still under discussion, it is too early to discuss the packet loss and unnecessary transmission at this moment. Thus, in this contribution, we will consider the first two scenarios. 
2 Discussions

Fig.1 shows the packet loss for intra-CU/intra-DU migration case. In this scenario, the DL packets at the source path will be lost. However, donor CU can re-transmit those packets since the existing DDDS and PDCP status report can help it perform the retransmission. Thus, there is no problem for intra-CU/intra-DU case. 
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Fig. 1 intra-CU/intra-DU migration

In the following, we will elaborate our discussion for intra-CU/inter-DU migration case. 
2.1 Packet loss
For packet loss, the intention is to reduce the potential packet dropping during the IAB node migration procedure. Before going to solutions, we need analyze whether the packet loss can occur or not first. 
· DL packet loss

During the migration procedure, the IAB donor CU can determine the loss packet based on the existing DDDS reporting. Specifically, as long as the IAB-MT part accesses the target parent node, the collocated IAB-DU can trigger a DDDS packet towards IAB donor CU. This message can provide information for the lost packets and undelivered/un-transmitted packets. Meanwhile, the PDCP status report from the UE side can also provide information to help IAB donor CU perform the packet retransmission. Thus, for DL, the IAB donor CU side has enough information to ensure the lossless packet transmission, even for inter-CU case. The reason is that the un-acknowledged packets are still buffered at the IAB donor CU side. 

Proposal 1: the existing schemes, e.g., DDDS reporting, PDCP status report, can be used to ensure the lossless DL packet transmission during migration. 

· UL packet loss  
At the target path, the target donor DU will perform the IP address filtering. Thus, all packets with old IP address before the migration will be dropped. Fig.2 shows an example on the UL data packet transmission. 
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Fig. 2 UL packet loss

In this example, four types of UL packets are given:
· Type ①: the packets of migrated IAB node received at source parent node before migration

This type of packets will be continuously transmitted to the IAB donor CU via the source path. So, the packet dropping will not happen

·  Type ②: the un-transmitted packets of migrated IAB node before migration

This type of packets will be transmitted by the migrated IAB node after migration. Due to the IP address update, the source IP address of those packets will be changed to the new one so that the source IP filtering at the target donor DU will not drop those packets. 

· Type ③: the packets of descendant node received at the migrated IAB node before migration

This type of packets are received from the descendant node, and not sent out at the migrated IAB node before migration. Thus, the source IP address of those packets is the old one of descendant node before migration. If the migrated IAB node continuously send them after migration, the source IP filtering at the target donor DU will finally drop these packets. 
· Type ④: the un-transmitted packets of descendant node before migration
This type of packets will be transmitted by the descendant node after migration. Thus, the source IP address will be updated to the new one, and those packets will not be dropped at the target donor DU. 
 According to the above analysis, the UL packet loss will occur with respect to Type ③ packets, i.e., the packets buffered at ascendant nodes of an IAB node, which are not beyond the migrated node (e.g., in Fig. 1, the descendant node’s packets buffered at the migrated IAB node). 
Observation 1: packet loss will occur for the UL packets during migration. 

To solve this problem, the UL DDS was proposed, i.e., after migration, the IAB donor CU will send the UL DDS to an IAB node to include the information on the un-received UL packets. Then, the IAB node will re-transmit the UL packets. This method assumes that the IAB node will buffer the packets till the UL DDS confirms the success reception at the IAB donor CU. For example, in Fig. 1, the descendant node should buffer packets 4~7 when receiving the UL DDS. However, we are wondering if such buffering operation is always true for the IAB-DU part. In legacy CU-DU split case, due to no UL DDS, the UL packet will be dropped as long as it is sent out to the IP network. If we want to introduce the UL DDS for IAB case, it requires that the IAB-DU part should buffer the un-received packets indicated in the UL DDS. In other words, UL DDS scheme should be implemented together with the UL packet buffering operation at the IAB node. To achieve this, the following options can be considered, as shown in Fig. 3:

· Option 1: Configurable UL DDS

In this option, the function of UL DDS is enabled when it is configured.  Specifically, if IAB donor CU decides to perform migration in the near future, it can send an UL DDS enabling indication to the IAB node. After that, the IAB node starts to buffer the UL packets, and the delete of the buffered packets is determined by the received UL DDS.  On the other hand, when the migration is completed, the IAB donor CU can disable the UL DDS, so that the IAB node can stop the buffering of UL packets. 
· Option 2: Always-on UL DDS
In this option, similar as DL, the IAB-DU will buffer the packets until UL DDS indicates the success reception at the IAB donor CU. However, UL packet loss only occurs during the migration procedure. Such option results in the frequent UL DDS transmission over IAB network even without migration. In other words, such method causes additional burden over the IAB network.
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Fig. 3 Configurable UL DDS vs. Always-on UL DDS

Compared to both options, we prefer to option 1 since it can reduce the overhead caused by the UL DDS. Also, it can save the buffer resource at the IAB node. 

Proposal 2: to resolve the UL packet loss during migration, the configurable UL DDS scheme can be used, i.e., the IAB node will be configured on whether UL DDS is enabled or not. 
2.2 Unnecessary transmission
First, we would like to identify the issue of unnecessary transmission. During the migration procedure, some on-the-fly packets are buffered at the intermediated nodes towards the destination. Fig. 4 shows the on-the-fly packets for the descendant node 2. Specifically, due to the migration at the migrated IAB node, the DL packets 3~6 are on-the-fly packets. Those packets cannot be received by Descendant node2 since the IP address of Descendant node 2 is changed. Similarly, the UL packets 3~6 are on-the-fly packets. Those packets cannot reach the donor CU since the Source IP filtering at the target donor DU will drop those packets (those on-the-fly packets use the old IP address as the source address). Those on-the-fly packets may cause the unnecessary transmission:
· If those packets are continuously transmitted without any change, the destination node will not receive them. Thus, such continuously transmission becomes to be unnecessary. 

· If those packets are dropped immediately as long as migration occurs for the IAB node itself or for ascendant node, those packets will be retransmitted from the source node. Thus, the retransmission at some nodes, which had sent those on-the-fly packets to the next-hop successfully, can be considered as unnecessary.   
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Fig. 4 On-the-fly packets

Observation 2: during the migration, the unnecessary transmission will occur with respect to the on-the-fly packets. 
Such unnecessary transmission cause the resource waste over the IAB network. To resolve this issue, the solution should be able to resume the transmission of those on-the-fly packets at the intermediate nodes.  
· DL packet

The root cause of the unnecessary transmission of DL packets is that the IP address change of the destination node. To continuously receive the on-the-fly packets over the source path, the destination IAB node can keep the old configurations of source path till the final on-the-fly packet is received. In this method, the top-level migrated IAB node can add a final packet indication in the final on-the-fly packet.
Proposal 3: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path for a while till the final on-the-fly packet is received.  
· UL packet

For the UL packet, the source IP filtering at the target donor DU will cause the packet dropping even the on-the-fly packets are transmitted continuously. Thus, to avoid the unnecessary transmission, the on-the-fly packets cannot be dropped by the target donor DU. The following solutions can be considered:
· Alt. 1: disabling source IP filtering 

This solution needs operator inputs since it is related to the operator network functionality

· Alt. 2: Update source IP filtering

In this solution, IAB donor CU will use the F1AP to inform target donor DU about the old IP address of IAB node before migration. Then, the source IP filtering function can be updated to accept the packets with those IP addresses. After that, when the target donor DU receives the on-the-fly packets, it will continuously forward them to the source IAB donor CU. This method also relies on operator’s input to confirm whether such source IP filtering function update is allowed or not.

        Both alternatives require operator’s input on the source IP filtering function.  Thus, we propose

Proposal 4: to avoid the unnecessary transmission of UL packets, the operator input is needed on the source IP filtering function, e.g., either disabling source IP filtering or update source IP filtering.
3 Conclusions
In this contribution, we discuss the packet loss and unnecessary transmission for IAB node migration, and propose:
Proposal 1: the existing schemes, e.g., DDDS reporting, PDCP status report, can be used to ensure the lossless DL packet transmission during migration. 

Proposal 2: to resolve the UL packet loss during migration, the configurable UL DDS scheme can be used, i.e., the IAB node will be configured on whether UL DDS is enabled or not. 
Proposal 3: to avoid the unnecessary transmission of DL packets, the IAB node can keep the old configurations at source path for a while till the final on-the-fly packet is received.
Proposal 4: to avoid the unnecessary transmission of UL packets, the operator input is needed on the source IP filtering function, e.g., either disabling source IP filtering or update source IP filtering.
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